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Natural history collections are an incomparable treasure and source of knowledge. 
Collected over centuries of field exploration, these repositories contain a sample of 
the world’s biodiversity, and represent a monumental societal investment in research 
and applied environmental science (Network Integrated Biocollections Alliance 2010). 
Knowledge derived from the 1.5–3 billion specimens (Ariño 2010, Duckworth et al. 
1993) within these collections has made vital contributions to the study of taxonomy, 
systematics, invasive species, biological conservation, land management, pollination 
and biotic responses to climate change (Chapman 2005). Despite these activities, nat-
ural history collections are significantly underutilised due to the difficulty of obtain-
ing and analysing data within and across collections. Digitisation and mobilisation of 
specimen and associated data removes this impediment, but presents major technical 
and organisational challenges. The largest of these is how to capture specimen data fast 
enough to achieve digitisation of entire collections while maintaining sufficient data 
quality.

Until recently, episodic and incremental funding has had limited success with 
natural history digitisation, largely addressing local projects within single institutions 
or across niche research communities. New funding, coupled with more collaborative 
approaches to digitisation, and technical advances with scanning and imaging systems 
have begun to change this. The collection of eighteen articles published here examines 
some of these developments, providing a snapshot of current digitisation efforts and 
progress across these themes.
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The first of these papers by Reed Beaman and Nico Cellinese (2012) looks at 
the transformative potential of natural history specimen digitisation, both in terms of 
driving new developments in technical infrastructure, as well as in new applications 
for the digitised products of this work. Fundamental to the increase in efficiency of 
these programmes is the modularisation of the digitisation process. Collections dig-
itisation is broadly defined to include transcription into electronic format of various 
types of data associated with specimens, the capture of digital images of specimens, and 
the georeferencing of specimen collecting localities. These steps are examined by Gill 
Nelson and colleagues (2012), who are quite literally based at the ‘hub’ of National 
Science Foundation efforts to advance the digitisation of North American biological 
collections in the United States. Based on studies of major digitisation efforts across 
the U.S., Nelson et al. break down the clusters of digitisation activities into workflows 
that can be adopted by other digitisation efforts.

A fundamental step in any digitisation programme is the aggregation or fed-
eration of digital output so it can be collectively searched and discovered. The Eu-
ropean Union funded Open-UP project is one such effort within Europe, and is 
described by Anton Güntsch and Walter Berendsohn (2012) in their paper on the 
mobilisation of natural history multimedia resources through the EUROPEANA 
data portal. The challenges surrounding the coordination of digitisation efforts are 
also looked at through a series of projects trying to address these problems, nation-
ally or via thematic networks. In some cases these are best practice networks such 
as the U.S. Virtual Herbarium described by Mary Barkworth and Zack Murrell 
(2012). In other cases these projects provide a service infrastructure such as the 
Finnish Digitarium (Tegelberg et al. 2012). Even operating within the confines of 
a single large institution can be a challenge: different stakeholders have different 
priorities that can be difficult to accommodate within the budgets of single institu-
tions. Marc Gofferjé and Jon Peter van den Oever (2012) describe a range of solu-
tions to address these issues at NCB Naturalis. Part of the solution lies in improving 
the efficiency of an institutions digitisation process, as illustrated at the New York 
Botanic Gardens (Tulig et al. 2012) and the Royal Botanic Gardens Edinburgh 
(Haston et al. 2012).

Attempts to automate digitisation are confounded by the fact that different types 
of organisms require very different types of preservation. Plants and fungi are typi-
cally prepared as dried, flattened specimens attached to archival quality paper, with 
printed label data mounted on the sheet. This pre-adapts herbaria to rapid digitisation. 
In contrast insects, which are the most numerous organisms in collections, are typi-
cally mounted by pinning individuals on entomological pins, which are accompanied 
by tiny (often folded) labels beneath each specimen. The particular demands of mass 
digitising entomological specimens are the subject of five papers, which have meth-
odologically converged on the scanning whole collection drawers. GigaPan, described 
by Matthew Bertone and colleagues (2012) was arguably the first of these approaches, 
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enabling the low cost capture of gigapixel panoramas of insect museum drawers con-
taining many hundreds of specimens. More recently SatScan, developed in association 
with the Natural History Museum London (Blagoderov et al. 2012), and in use at the 
Australian National Insect Collection (Mantle et al. 2012) has enabled these panora-
mas to be obtained with minimal distortion. SatScan is accompanied by software used 
to select and annotate images of individual specimens. The drawer scanning approach 
has been incorporated as part of the U.S. InvertNet digitisation programme (Dietrich 
et al. 2012), and has resulted in a new, low cost instrument called DScan (Schmidt et 
al. 2012). A contrasting approach to accessing digital images is described by Quentin 
Wheeler and colleagues (2012), who are exploring the use of telemicroscopy to enable 
remote researchers to access and manipulate specimens beyond their physical reach. 
Although not strictly mass digitisation, the potential effect of this network of remote 
access microscopes is similar, enabling researchers to examine insect material located at 
major institutions over a network connection.

Even with this automation, a significant labour force is still critical for many digiti-
sation projects. Paul Flemons and Penny Berents (2012) explore the use of volunteers 
to increase the rate of digitising insect collections. This has enabled the Australian 
Museum to capture label data and images for 16,000 specimens in just 5 months. 
Label data transcription is a major problem in many digitisation projects. Andrew 
Hill and colleagues (2012) describe their software to crowdsource label transcription 
through a workforce of citizen scientists. Embedding quality control techniques and 
design elements to keep contributors motivated, Notes On Nature provides a toolkit 
for transcription of ledgers and labels of natural history specimens. Andrea Thomer 
and colleagues (2012), extend this transcription work into new territory using Wiki-
style templates to crowdsource data extraction from century-old field notebooks. This 
enables interoperability of the underlying data without losing the narrative context 
from which these observations are drawn. The series closes with a paper by Randall 
Schuh (2012), who looks at methods to integrate specimen databases into the practice 
of revisionary systematics, closing the loop between digitising, extracting and reusing 
data in taxonomic research.

In bringing together this special issue on digitisation we have sought to represent a 
wide selection of projects and techniques. These papers provide a snapshot of activity in 
what is a fast moving field that is seeing ever-increasing degrees of collaboration across 
disciplines and between collection-based institutions. Many of these projects deal with 
the unique challenges associated with major collections that have built up over several 
centuries, with different communities of practice and different user groups. Despite 
these differences, the standards for collection acquisition, preservation and documen-
tation are broadly consistent, meaning that there is sufficient common ground to bring 
together the enormous amounts of data that are being exposed through these activities. 
We expect that in the next decade these data will become the new frontier for natural 
history collection management and research.
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Abstract
New information technologies have enabled the scientific collections community and its stakeholders to 
adapt, adopt, and leverage novel approaches for a nearly 300 years old scientific discipline. Now, few can 
credibly question the transformational impact of technology on efforts to digitize scientific collections, 
as IT now reaches into almost every nook and cranny of society. Five to ten years ago this was not the 
case. Digitization is an activity that museums and academic institutions increasingly recognize, though 
many still do not embrace, as a means to boost the impact of collections to research and society through 
improved access. The acquisition and use of scientific collections is a global endeavor, and digitization 
enhances their value by improved access to core biodiversity information, increases use, relevance and 
potential downstream value, for example, in the management of natural resources, policy development, 
food security, and planetary and human health. This paper examines new opportunities to design and 
implement infrastructure that will support not just mass digitization efforts, but also a broad range of 
research on biological diversity and physical sciences in order to make scientific collections increasingly 
relevant to societal needs and interest.

Keywords
Scientific collections, biodiversity, digitization, specimen access, biodiversity informatics, data sharing, 
linked data, interoperability
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Introduction

Understanding biodiversity is one of five grand challenges identified by US National 
Research Council Committee on Forefronts of Science at the Interface of Physical and 
Life Sciences (2010). Broadly defined, the study of biodiversity addresses variation 
among living things and systems, ranging in scale from molecules, genes, cells, individ-
ual organisms, to species through ecosystems. Specimens, and now the digital proxies 
for specimens, are a critical underpinning in documenting biodiversity (Berendsohn 
and Seltmann 2010, Berents et al. 2010, Scoble 2010, Vollmar et al. 2010). Improving 
infrastructure for digital specimen data comes at a time when basic biodiversity science 
is itself undergoing rapid change.

Investments in digitization will ultimately yield a better return if use expands and 
specimen data are linked across a wide array of related biotic and abiotic data. The 
specimen objects provide a physical basis for linking data to other biodiversity science 
domains. Scientific collections document the who, what, where, and when of biologi-
cal diversity. Digitization, beyond making collections more accessible to researchers, 
provides access to downstream users such as the general public, government and non-
government agencies and private enterprises.

Many researchers still fail to realize the importance of vouchering specimens to 
their community’s practice. Whether they study molecules or ecosystems, many are 
content to document the organisms they work with by taxonomic name alone. Even 
researchers in the closely aligned field of molecular systematics have previously failed to 
grasp the importance of citing specimen vouchers, evidenced, for example, in the lack 
of voucher data cited in GenBank, other repositories, and in publications. How can 
we know that the sequence deposited in GenBank belongs to the taxon under which 
it is filed? Whether alpha taxonomy or a synthesis of large phylogenetic trees based on 
molecular sequences, citing vouchers remains essential to a scientific process that is 
repeatable and verifiable.

In order for research communities to stay abreast and benefit from opportunities 
of new information technology environments (e.g., cloud computing, linked data and 
ontologies, social and computational virtual networks), increasing multi-disciplinary 
collaboration between biologists and computer and information scientists and engi-
neers is a must, as few scientists in representative domains have all the necessary skills 
to “do it all.” Across the biological sciences, where new tools such as next generation 
sequencing and environmental sensors challenge network design and contribute to the 
now well-known data deluge (Kahn 2011, McNally et al. 2012, Michener and Jones 
2012, Kolker et al. 2012), robust cyberinfrastructure that facilitates collaboration, data 
automation, sustainable software development, and high performance computing is a 
priority (Donoghue et al. 2009, Hendry 2010). Digitization of scientific collections 
is no exception, as two- and three-dimensional images, video, audio, and other media 
derived from physical specimens and observations and measurements proliferate, they 
add significantly to the data deluge, and to the need for long-term data storage archives 
and data curation. It is also essential to recognize that digitized collections perma-
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nently document resources that are held in museums and herbaria, and so have a place 
in foundational biodiversity infrastructure.

Some of the necessary organizations are already in place, e.g., Global Biodiver-
sity Information facility (GBIF: http://www.gbif.org), Atlas of Living Australia (ALA: 
http://www.ala.org.au), Virtual Biodiversity Research and Access Network for Tax-
onomy (ViBRANT: http://vbrant.eu), DataONE (http://dataone.org), and the US 
Integrated Digitized Biocollections (iDigBio: https://www.idigbio.org), which are at 
various stages of implementation and operation. Each, however, has limitations on 
scope, and the resulting infrastructure remains an innovative yet incomplete patch-
work of distributed data, archival resources, tools and software. For example, GBIF 
has no mandate as a primary resource provider, and instead serves as an aggregator, in-
dexer, and distributed portal; iDigBio is not funded to develop new digitization tools, 
and like ALA has a national mandate.

The gaps in scope present both a need and opportunity to further conceptual-
ize and develop an international infrastructure and missing components that will 
fully support the broad definition of biodiversity research that coordinates and in-
tegrates with existing infrastructure, including tools developed by individuals and 
small teams. Coordinating biodiversity research and cyberinfrastructure requires 
nimble computational resources, an ability to support heterogeneous distributed 
data, robust and sustainable software development, and an innovative and well-
trained workforce, along with the social and research infrastructure that supports 
them, to answer challenges that have previously been beyond the scope of traditional 
scientific methods and organizations.

This paper is a call to the community to define a comprehensive conceptual plan 
that will allow scientists across multiple disciplines to coordinate a community able 
to capitalize on cutting edge computational infrastructure, economies of scale, with 
the innovation and needs of a broad community of other scientific organizations. So 
far, the biocollections community has operated in an ad hoc, geographically frag-
mented way. As research has become increasingly collaborative, interdisciplinary, 
and international, new social challenges arise around how scientists work together, 
across disciplines, institutions, and geographic and political boundaries. Commu-
nity based planning allows consideration of critical elements of sustainable infra-
structure, including:

•	 Setting priorities and identifying use cases.
•	 Identifying stakeholders, collaborators, and communities of practice.
•	 Specifying computational infrastructure, software, and data storage require-

ments and dependencies.
•	 Practices, methods, standards, and interoperability.
•	 Management, organizational structure, and sustainability.
•	 Risk assessment.

Formal conceptual planning and development of standards is common in engi-
neering, industrial, and biomedical sectors, but in basic biological research, a per-
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ception remains that innovation and individual research are not as dependent on 
foundational infrastructure as in the physical sciences. As networks of biodiversity 
researchers grow, they have an increased need to plan effective infrastructure to sup-
port collaboration, distributed data management and access. As an example, extensive 
planning and design processes are documented in a NASA (2007) handbook on sys-
tems engineering, including lifecycle documentation, establishing user requirements, 
and management. The elements listed above and discussed below are not exhaustive, 
and are described in a context of how digitized collections can underwrite a larger 
community in the biodiversity sciences.

Priorities and use cases

A challenge of scale for this community is in the numbers. Over a billion specimens 
exist in thousands of collections, and most are managed independently within stand-
alone museums, universities, and government agencies (http://nscalliance.org/word-
press/wp-content/uploads/2009/11/iwgsc-report.pdf ). Digitizing an institution’s col-
lection from A-Z may be the most efficient means, but feasible only in certain circum-
stances, such as large-scale moves or renovations (e.g., the recent renovation of the 
Paris Herbarium). Funds, personnel, and time are typically limiting, so priorities must 
be set. Type collections, historical collections, special collections are common priori-
ties, but identifying and increasing relevance of collections to the research community 
and other stakeholders is another strategy.

The aggregation of digital data through portal infrastructure such as the Global 
Biodiversity Information Facility (GBIF: http://www.gbif.org), VertNet (http://
vertnet.org), Morphbank (http://www.morphbank.net), the Paleontology Portal 
(Paleoportal: http://www.paleoportal.org), among others, added to the realization 
that specimens are useful for much more than simple mapping of species occur-
rences. Digital specimen data is a proxy or surrogate of physical objects and appro-
priate use may be limited. However, digitized data can be used to study morphology 
(Corney et al. 2012), identify, classify, map and spatially model taxa (Thuiller et 
al. 2009, Soberón 2010). Where expertise is a limiting resource, for example in the 
study of hyper diverse groups (e.g., insects), cyberinfrastructure can help leverage 
that expertise (Moore 2011).

There is further need to establish specific use cases (or more precisely, user scenar-
ios) whether biological, technical, or a combination of both. As applied to collections 
digitization or other areas of biological informatics (e.g., genomics and proteomics), 
research is increasingly catalyzed by improved computational infrastructure to process 
and store large data sets and files, index and link billions of data records, data-mine 
existing resources, and incorporate ontologies to support semantic reasoning. Engi-
neering breakthroughs in optical sensors and robotics have had and will continue to 
have enormous potential to guide and impact digitization efforts, but the needs of the 
biology domain can also drive technology.
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Stakeholders, collaborators, and communities of practice

Stakeholders, both primary users (e.g., curators, collection managers) and downstream us-
ers (e.g., climate researchers, resource managers, educators), are the most appropriate source 
of user scenarios. It is the stakeholders that build communities of practice from the ground 
up and define what is really needed, what is novel, and add value to current practice. Users 
define the need to scale infrastructure capabilities to support the science (e.g., geospatial 
and phylogenetic analyses). Users also compose the social networks, crowd-sourcing work-
force, and ultimately provide intellectual capacity for digital markup and annotations, de-
velopment of linked data applications, ontologies, automation, and workflows.

In 2010, the scientific collections community within the United States outlined a 
strategic plan for digitizing scientific collections, including the establishment of the Net-
work Integrated Biocollections Alliance (NIBA, http://digbiocol.wordpress.com). The 
plan defined digitization to encompass a broad range of digital data capture about bio-
logical specimens, from field collection events to cataloging and accessioning metadata, 
images and other media derived from field and laboratory work, and set the stage for es-
tablishing priorities based upon how a specimen and its occurrence relate to research. Ad-
ditionally, the physical specimens can be re-sampled, e.g., for epiphytes, parasites, mineral 
deposits, bio-medically active compounds, re-purposing not just data, but the specimen 
objects themselves, for research on many functional elements of biodiversity, including 
mutualism, co-evolution, lateral gene transfer, parasitology, and community ecology.

The U.S. National Science Foundation responded to elements of the NIBA plan 
by establishing a program for Advancing Digitization of Biological Collections (NSF-
ADBC, http://www.nsf.gov/funding/pgm_summ.jsp?pims_id=503559), which funds 
digitization based on scientific questions or themes through extensive collaborative 
networks. Examples of Thematic Collection Networks (TCN) funded through this 
program are detailed on the iDigBio web site (https://www.idigbio.org/content/the-
matic-collections-networks).

Key challenges are often social and priorities may be at odds with technical needs. 
Solving social challenges requires different approaches and expertise not be inherently 
a part of existing biocollections business practices. Long adhered to curation practices 
may need to be revised, and interdisciplinary collaboration with social scientists and 
psychologists may provide useful insight, but may not necessarily be well received. For 
example, is it legitimate to unpin an insect to access the label data during the digitiza-
tion process? As investments in digitization increase, so will the need to produce met-
rics of success and document outcomes. As communities of practice develop around 
digitization networks, social and usability considerations are essential.

Computational infrastructure

Computing, software, and data resources are clear enablers of both large-scale digitiza-
tion and biodiversity research. Advance computational infrastructure, including vir-
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tual and cloud infrastructure, are costly to design and deploy, so are generally viewed as 
resources to be adopted across all sciences. In the U.S., the nationally funded TeraGrid, 
and its successor XSEDE, have primarily focused on processing capability, or cycles, 
and benefits applications such as phylogenetic inference, image manipulation, analysis 
and visualization, but less so for the storage requirements of digital collections, includ-
ing long-term archiving of images and other media.

Dependencies often relate to previous investments and software development in 
the form of libraries, services, and value added data sets. Georeferencing tools, e.g., 
GeoLocate (http://www.museum.tulane.edu/geolocate), are good examples of existing 
investment that incorporates automation, data-mining algorithms, need for gazetteer 
and other geospatial data, and mapping tools. Automated data capture methods, for 
example the use of Optical Character Recognition (OCR) may leverage commercial 
software and allow deployment of services or software with embedded OCR.

Practices, methods, and workflows

Digitization workflows span across human mediated processes through data and computa-
tionally intensive automation where software tools and services are the actors and intersect 
field collection techniques, institutional accession policy, differences in curatorial practice 
among domains, and involvement of the general public in crowd-sourced methods.

The workflows that represent digitization of new accessions have in many cases 
required, or at least highly recommended, elements of funded projects in systematics 
and ecology. The Moorea Biocode project (http://moorea.berkeley.edu/biocode) is an 
exemplar, comprehensive effort to collect data on all aspects of a biodiversity survey, 
including vouchers, tissues, photos and other media. Expanding on efforts such as 
this has potential to test capacity for digitization and physical curation. BioBlitzes are 
similar approaches that typically utilize a combination of expert and citizen scientists 
over a short period of time (a day or few).

Digitization of existing collections is an enormous undertaking. Initial digitization 
efforts focused on assembling very complete data records and access to researchers and 
the public was granted only after extensive quality control. More recently, it has been 
recognized that not every element of a collection record needs to be recorded in a sin-
gle digitization event (Granzow-de la Cerda and Beach 2010). For example, recording 
of an image and “filed-under” taxon name are sufficient to start the process. Digital 
capture of useful information can follow at a later stage and be treated as annotations 
(e.g., a history of taxonomic determinations). Some aspects of data capture, like data 
curation, can be costly when it involves expert judgments. In entomology, for exam-
ple, the initial capture of a box of specimens that may contain hundreds of individuals 
represents a further extension of a modular workflow. This works effectively with high-
resolution sensors that allow users to scale their view appropriately.

Imaging methods have great growth potential for mass digitization efforts. Those 
new to digital imaging may find the array of possibilities overwhelming. Sensor resolu-
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tion, pixel size, noise sensitivity, and cost are among the factors that must be weighed. 
Considering fitness for use means that there are no one-size-fits-all solutions; collections 
inherently vary in the ways that physical objects and their associated data are stored, and 
differ in size (from a few thousand to millions), use cases, and available budgets.

Another consideration that may ultimate affect use of a digital media objects are 
the formats in which they are stored, archived, and made available to researchers. 
Metadata, annotations, color profiles, etc. can be stored within the image, as in the case 
with EXIF metadata (Romero et al. 2008) or in separate databases. These presence and 
access to such metadata affect whether viewers can display certain media types, decode 
metadata, and access or provide new digital annotations. Whether the image formats 
are proprietary or open source, the type and level of file compression, e.g., lossless vs. 
lossy, are particularly important in biodiversity research applications, and especially 
when data are to be archived over the long-term.

Standards and interoperability

Data sharing requires that the resources be communicated in standard formats, consist-
ent usage of vocabulary and concepts, and through protocols understood by each of the 
nodes of a network. In the biodiversity domain, Darwin Core (DwC, http://rs.tdwg.
org/dwc), a TDWG supported standard (Wieczorek et al. 2012), is widely adopted, 
including by GBIF and it is used by many of GBIF’s data providers in the context of 
the Integrated Publishing Toolkit (IPT), a recently developed tool for easy data sharing 
(http://code.google.com/p/gbif-providertoolkit/). In its current instance, DwC is for all 
intents and purposes a controlled vocabulary of terms that describe scientific collections, 
biodiversity observations, basic taxonomies, and localities, among others. Concepts are 
defined in human readable language and implementations are independent from any 
one format (e.g., XML, RDF, or tab-delimited). This creates flexibility to link data from 
the collections to virtually any other digital record in related domains. Recent harmoni-
zation efforts, for example through the Genomic Standards Consortium (http://gensc.
org/gc_wiki/index.php/Main_Page), which is developing profiles for minimum infor-
mation standards (MIxS), make it possible to link genomics data to scientific collections. 
While very preliminary, such efforts herald recognition that information needs to be 
exchanged across multiple domains in biology, geo-sciences, and other physical sciences.

Linked data environments are evolving quickly and increasing capacity for data 
discovery. A collection event may generate a number of specimens that are indepen-
dently imaged and annotated; tissues may be subsampled from any specimen, its DNA 
extracted and sequenced. Specimens, annotations, images, tissue samples, DNA may 
be accessioned into collections at different institutions, and sequences deposited in 
GenBank. It is a challenge to track the data across different institutions, and especially 
across digital repositories in different domains. Linked data approaches can provide 
sufficient provenance to allow discovery of not just how a specimen may have been 
used, but if a digital annotation occurs (such as a change in identification) this can be 
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propagated into downstream analyses. Projects like the BiSciCol Biological Science 
Collections Tracker (http://biscicol.blogspot.com) aim at filling the gap in reconcil-
ing specimen data with their derivatives when these are scattered across independent 
digital repositories to support projects like Moorea Biocode. However, linked data 
approaches are successful only when data are served to the community and tracking 
can be achieved with the use of persistent Globally Unique Identifiers (GUIDs). As 
linked data efforts increase, it is becoming progressively evident that the persistence of 
GUIDs is both a necessity and a challenge. The responsibility of establishing a persis-
tent GUID lies with the provider (see https://www.idigbio.org/content/idigbio-guid-
statement), although other scenarios that may include large data aggregators taking on 
the responsibility of assigning unique identifiers are also possible. In addition, identi-
fiers need to be associated with individual data objects, and not just data sets.

The development of formal ontologies compliments and extends efforts on controlled 
vocabularies and linked data. Data modeling associated with ontologies can provide a 
powerful approach to synthesis in semantic web environments. The biomedical com-
munity has invested heavily in initiatives such as the Open Biological and Biomedical 
Ontologies (OBO Foundry, http://www.obofoundry.org) and Gene Ontology (http://
www.geneontology.org). One advantage inherent to biocollections data is that a long 
history of practice has already led to structural understanding of ontological relation-
ships, and biological classification has served as an example in the general literature on 
ontologies (Heuer and Hennig 2008). While relationships between collecting events, 
observations, organism occurrence, and taxonomy may never be solved in a philosophi-
cal context, in a pragmatic context, the definition of terms and the use of concepts may 
be more precisely aligned in shared data environments by consideration of ontological re-
lationships. As the implementation of standards and the underlying terms and concepts 
is a matter of practice, technology may provide partial solutions, such as in the support 
of mapping semantic meaning across multiple ontologies and linked data environments.

Risk assessment

While the promise of access and relevance to biological collections data are over-arch-
ing goals, digitization can also mitigate, to a very limited extent, the loss of physical 
collections. However, new field collections can never replace the original, especially 
when it comes to type specimens and historical collections, even if the localities from 
which they were collected still exist. Specimen acquisition, curation and preservation 
of specimens are an enormous long-term capital investment, and the digital capture 
and dissemination of data is a relatively minor cost in comparison.

Technology develops at such a rapid rate that long-term planning carries uncertainty 
and risk. For example, as digitization efforts begin to use cloud computing resources for 
data storage, they may not consider an element of vendor lock-in, i.e., that bandwidth 
costs may preclude them from migrating their data elsewhere. A related question is 
whether biodiversity data managers should even manage their own hardware resources, 
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which often carry hidden costs such as system administration, electric power bills, and 
other needs that are often not scalable. Hardware lifespan is generally in the 3–5 year 
range, but carefully planned software and database designs can have much longer shelf 
life. Optimal methods to develop, maintain, and sustain software applications and data 
resources are not always clear, and even innovative tools focused on highly specific tasks 
(e.g., in genomics, proteomics, metabolomics) are unlikely to have a sufficient user base 
to gain commercial viability. In limited communities of practice, therefore, other busi-
ness models such as subscription services are more likely to be sustainable in such cases. 
Collections are generally housed in organizations (museums and academic institutions) 
that already have a long-term commitment to their physical collections and are man-
aged with public, private or endowed funding. Therefore, extending that commitment 
to digital information follows logically, but it should not be an unfunded mandate.

The potential for failure lurks around every corner. Many risks are social as much 
as technical. The individuals in the biodiversity research community may not be able 
to communicate user scenarios that are adequately understood by technical imple-
menters. Additionally, potential collaborators may have conflicting needs, or may not 
have a sufficiently innovative vision to create opportunities in a multi-disciplinary en-
vironment. There are also significant challenges to broad adoption of digitized col-
lections data, because users outside the immediate circle of formally trained scientists 
may not be interested in subtleties that drive extensive discussions in the biocollections 
community, e.g., taxonomic concepts. Downstream users, for example, often want to 
know only the names of the organisms they are sampling or studying.

Conclusions

In recent years we have witnessed a renewed interest in natural history collections and 
with that, the leading edge of a deluge of digital biocollections data. Mass digitization 
approaches, driven by specific research questions, require a variety of methods tailored to 
the different nature of the specimens in question and requirements of the user scenarios. 
Rapid advances in technology allow us to implement a variety of tools and workflows 
that are well adapted to the needs of each collection, including specimen objects, meth-
ods of storage, available informatics and human resources. Mass digitization, no matter 
how achieved, offers the incredible opportunity for using biocollections to address and 
meet scientific grand challenges at small and large scale, within and across domains. The 
combination of human pressure on natural systems and new technologies for digitization 
creates a perfect storm of social imperatives and scientific opportunities to mobilize data 
and further explore under-described biodiversity still locked within museum cabinets.

The ultimate payoff for broad adoption of biocollection data resides in the syn-
thesis of biodiversity data across domains spanning systematics, evolution, genetics, 
ecology, and to the physical and social sciences. If we link that knowledge only to a 
taxonomic name and not to a specimen, we are linking to a subjective judgment about 
an organism’s identity and not to the physical documentation of the organism itself. 
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By linking experimental data to voucher specimens, experiments become more objec-
tive, repeatable, and the data gathered re-usable. Without the evidentiary documenta-
tion the investments in experimental research lose their value.

The massive amounts of digital data that we now generate are hard to manage or 
synthesize with lack of an appropriate infrastructure that helps tracking data prov-
enance, metadata, and all specimen derivatives. This requires a cyberinfrastructure ca-
pable of accommodating multi institutional needs and a well-developed knowledge 
environment in which data can be easily synthesized and semantic reasoning applied. 
Two important messages arise, one social the other technical. First, in a broad, het-
erogeneous biodiversity research environment, we need a singular community effort 
to conceptualize and communicate necessary infrastructure at a larger scale than so 
far considered perhaps building upon the Global Biodiversity Informatics Conference 
(GBIC: http://links.gbif.org/supporting_biodiversity_science.pdf) initiative via GBIF. 
Second, approaches in heterogeneous and distributed data environments that charac-
terize biology require at a minimum persistent GUIDs associated with every specimen 
and digital data object. Metadata about collective data sets is insufficient. The digitiza-
tion process is only part of a large data mobilization effort for biodiversity science. It is 
the very first step forward in order to make data discoverable and facilitate its synthesis.
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Abstract
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Introduction

This paper presents an analysis and characterization of digitization practices that will 
help organizations produce and improve effective practices for the digitization of their 
biological and paleontological collections. The focus is on digitization workflow, the se-
quence of tasks that are performed in order to create digital information that character-
izes individual specimens. These tasks typically include photography of specimens and 
labels, image processing, capture of label information as text, and locality georeferenc-
ing. The presentation of workflow characteristics in this paper provides the framework 
for analyzing the effectiveness and efficiency of workflows and for the development of 
new effective workflows. It should be noted that the workflows we observed represent 
a major departure from a historical practice of pulling a single specimen, creating a 
comprehensive database record, including researching localities, georeferences, collec-
tors, taxon names, nomenclature, and other related details, then moving on to the next 
specimen (Humphrey and Clausen 1977). This slow data capture process provides an 
important contrast to the efficient data capture processes examined in this study. It 
should be further noted that the generalizations we draw here are based on our ob-
servations at a select number of institutions and may not encompass the universe of 
possible digitization workflows. For example, for new specimens, there is a clear trend 
toward collectors entering data into a database while in the field and this topic is not 
within the scope of this paper.

We use the term ‘digitize’ to represent the capture and recording of information 
about a specimen or collection. Specimens typically include labels, accession books, 
and field notes that have typed or handwritten information about the collection event 
(e.g. collector’s name, date, locality) and the specimen itself (e.g. scientific name and 
identifying number). Digitization of label information includes capturing the text as 
characters, dividing the text into specific properties, and storing this information in 
a database. Digitization may also include capturing digital images and other media. 
References to media objects are added to the database records.

The collections community has recognized that digitization processes need to be 
made more efficient to meet pressing scientific and societal needs (a topic broadly re-
viewed by Chapman 2005a), a notion supported by such initiatives as GBIF (http://
www.gbif.org), iDigBio (http://www.idigbio.org) and the Thematic Collections 
Networks funded by the National Science Foundation’s Advancing Digitization of 
Biological Collections (ADBC) program (http://www.nsf.gov/pubs/2011/nsf11567/
nsf11567.htm), Atlas of Living Australia (http://www.ala.org.au/), ViBRANT (http://
vbrant.eu/), and VertNet (http://www.vertnet.org). However, little has been published 
that characterizes modern existing and effective digitization workflows for a broad 
range of collections (e.g. plant, insect, vertebrate, fossil, microscope slides). We believe 
such characterizations are an early step in the process of building a common frame-
work for sharing efficiencies across biological and paleontological research collections.

(URLs provided for first mention only. Please see Appendix 2 for URLs of soft-
ware and websites.)
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Method

This study used the qualitative, grounded theory research methodology (Glaser and Strauss 
1967, Charmaz 2006) as a general conceptual framework for guiding data collection 
and analysis. Grounded theory is an inductive social science research method that be-
gins with data collection and leads to qualified conclusions (theories) about those data. 
The method relies on several techniques useful to our study including simultaneous 
data collecting and analysis, constructing categories from the data rather than from 
hypotheses, using a constant comparative method during data collection and analysis, 
advancing theoretical conclusions during the period of data collection, and sampling 
aimed at theory construction rather than population representativeness. In the case 
reported here, categorized concepts from our visits and interviews provided the basis 
for constructing a modular representation of digitization that we found helpful in 
describing and elucidating clusters of associated tasks. Data collection included a com-
bination of onsite interviews and observations, analysis of written policies, protocols, 
and procedures, and the use of multiple observers.

Authors Nelson and Paul, from iDigBio, the U.S. National Science Foundation’s 
National Resource for ADBC, made onsite visits to 28 programs in 10 museums and 
academic institutions for the purpose of documenting digitization workflow compo-
nents and protocols and assessing productivity (Table 1). Workflows were documented 
photographically, through field notes, and from collected protocol documents provid-
ed by visited institutions. Staff members across administrative levels were interviewed, 
and workflows were carefully observed where possible, either through demonstrations 
or during real-time data and image capture. Those interviewed included institutional 
level administrators, biodiversity informatics managers, collections managers, tax-
onomists and systematists intimately familiar with digitization of specific organismal 
groups, workflow coordinators, and data entry and imaging technicians. Institutions 
selected for visitation varied on institution size, collection size, number of ongoing 

Table 1. Summary List of Collections Visited.

Institution Collections/Programs Visited Collection 
Size ‡ Database Software Database 

Platform

Yale Peabody 
Museum (YPM)

Entomology † >1000000

KE EMu Proprietary

Invertebrate Zoology 3000000
Invertebrate Paleontology† 350000 lots
Vascular Plants 350000

Global Plants Initiative
Connecticut Plants Survey

Harvard Museum of 
Compartive Zoology 
(MCZ) 

MCZ, Entomology 
(Lepidoptera) †

several hundred 
thousand

MCZbase (Arctos) Oracle
MCZ, Entomology 
(Hymenoptera - Formicidae)

1 million 
pinned 
Formicidae 
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digitization projects, organismal group(s) being digitized, and longevity with digitiza-
tion activities.

Each site we visited received a questionnaire prior to our visit that examined several 
categories of digitization tasks that we wished to observe (see Appendix 1). We asked that 
they use the questionnaire as a guide to prepare for the types of questions we would be 
asking. The questionnaire was divided into several sections and focused on digitization 
workflows and tasks. Some institutions completed the questionnaire.

Institution Collections/Programs Visited Collection 
Size ‡ Database Software Database 

Platform

Harvard University 
Herbaria (HUH)

HUH, Global Plants Initiative 
(GPI) †

> 5 million
Specify 6, custom MySQL

HUH, California Plants

American Museum 
of Natural History 
(AMNH)

Division of Invertebrate Zoology

> 24000000 Planetary 
Biodiversity 
Inventory (PBI) for 
Plant Bugs
custom database

MySQL

American Museum 
of Natural History 
(AMNH)

Ornithology
> 1000000 KE EMu

Microsoft Access Proprietary

New York Botanical 
Garden (NYBG)

Global Plants Initiative (GPI) † > 7000000

KE EMu Proprietary

Bryophytes and Lichens 
(LBCC) TCN†

Tri-trophic (TTD) TCN†

Barnaby Legume Monographs
Intermountain Flora†

Caribbean Project (ledgers & 
notebooks)
Amazon Project
Kohlmeyer Marine Fungus 
Collection 

University of Kansas 
(KU)

Biodiversity Institute, 
Entomology Collection†

> 4.8 million 
pinned Specify 6 MySQL

Botanical Research 
Institute of Texas 
(BRIT)

Apiary Project†

software demo (into ATRIUM 
database)

> 1000000
Apiary MySQL

Valdosta State 
University 
Herbarium (VSC)

Vascular Plants† > 60,000
Specify 6 MySQL

Bryophytes†

Tall Timbers 
Research Station 
(TTRS)

Vascular Plants† 11,000
1200
4000
1000

custom database
MySQL

Microsoft 
Access

Lepidoptera†

Ornithology†

Mammalian†

Robert K. Godfrey 
Herbarium (FSU) Vascular Plants† > 200,000 custom database MySQL

† indicates where observers saw the actual digitization process in action.
‡ number of specimens (unless otherwise stated).
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Task clusters

In the digitization workflows we observed, protocols for the digitization of biological 
and paleontological specimens were typically divided into clusters of related tasks. The 
order in which these task clusters were accomplished was based on a combination of 
staff availability, equipment, space, facilities, institutional goals, and the type of col-
lection being digitized. Hence, though there was a general pattern to the components 
included within a particular task cluster, the order of accomplishment of the clusters 
and the tasks within each cluster varied by institution.

These five task clusters were important components of digitization, but not all were 
essential to meeting the digitization goals of every organization or of every specimen for 
every organization. These clusters are presented here in a common order of operation:

•	 pre-digitization curation and staging,
•	 specimen image capture,
•	 specimen image processing,
•	 electronic data capture, and
•	 georeferencing specimen data.

It should be noted that quality control and data cleaning tasks were integral to 
each of these task clusters (a topic reviewed by Chapman 2005b, 2005c, Morris 2005, 
Harpham 2006). Some institutions included a post-digitization quality control step 
during which data were internally compared for obvious inconsistencies or anomalies, 
such as discrepancies between the series of a collector’s numbers and the collection 
dates, data incongruities between local records and duplicates at other institutions, and 
collection localities outside of a collector’s expected geographic range (a topic reviewed 
by Morris 2005). This could be considered a sixth task cluster, but we chose to con-
sider it an important part of each of the five task clusters.

Observed workflow components

Pre-digitization specimen curation and staging

Curation and staging typically constituted the first step in the digitization workflow, 
and often had benefits that extended beyond the immediate needs of the digitization 
program. This step was usually viewed as essential to efficient digitization. Collections 
managers also reported that it provided a stimulus for attending to needed or neglected 
curatorial tasks, including opportunities to do the following:

•	 inspect for and repair specimen damage and evaluate collection health,
•	 re-pin or remount specimens and replenish or replace preservatives in containers,
•	 treat specimens for pests,
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•	 attach a unique identifier (most often a 1- or 2-D barcode) to a specimen, 
container, or cabinet,

•	 discover important but previously unknown, lost, or dislocated holdings (e.g. 
those owned by other institutions or the federal government),

•	 update nomenclature and taxonomic interpretation,
•	 reorganize the contents of cabinets, cases, trays, and containers, especially 

when these are the units of digitization,
•	 vet type specimens, and
•	 select exemplars for digitization, when that approach is appropriate.

The last five activities in this list may require the greatest knowledge of the or-
ganismal group of any during digitization. Many institutions use students, interns, 
dependable volunteers, or other full- or part-time technicians to accomplish the other 
pre-digitization curatorial tasks on this list, including the selection of exemplars for 
digitizing. However, some institutions also reported success with allowing technicians 
to take on more responsibility for at least some of the last 5 tasks in the above list 
(Munstermann and Gall 2010).

In addition, as collections data become more generally available online, updating 
nomenclature and taxonomic interpretations and vetting type specimens can occur 
after the publication of data and images on the internet, providing an opportunity for 
off-site experts to comment on the specimens. The latter approach will avoid what can 
become a bottleneck in the digitization workflow caused by the limited availability of 
in-house taxonomic experts or well-trained technicians.

Although the application of specimen barcodes is treated here as part of pre-dig-
itization curation, this placement in the digitization workflow is not universal. Some 
institutions applied barcodes at or just prior to the time of image or data capture, de-
pending on the customized order of operations. In all cases where barcodes were used, 
they were applied prior to image capture to allow for the barcode value to be seen in 
the image, and prior to data capture to ensure that the physical specimen identifier is 
accurately included in the electronic data record.

Barcodes were used for two primary purposes. For individual specimens, barcodes 
were affixed or pinned to the single specimen or inserted into a wet container that held 
a single specimen. For specimen groups, such as taxon trays, wet containers, or a col-

Figure 1. Pre-digitization specimen curation and staging. Preparing barcodes and imaging labels, affixing 
barcodes, updating taxonomy. L to R: University of Kansas – Entomology, New York Botanical Garden 
and Yale Peabody Museum.
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lection of specimens from a single collecting event, barcodes were sometimes affixed 
to or inserted into the enclosing container. In most instances, when a container was 
barcoded, the number of specimens within the container was recorded, but individual 
specimens within a common container and not segregated by separate vials were nei-
ther barcoded nor otherwise individually identified. When individual vials containing 
single specimens were aggregated into larger jars, a replica of the label for the contain-
ing jar was sometimes inserted into each vial. In a few cases, the container was bar-
coded as were the individual specimens within that container (e.g. with Lepidoptera). 
In this latter case, the specimens were digitized individually, with both the individual 
specimen and container barcodes recorded in the database.

Linear, one-dimensional barcodes are relatively large and are used in cases where 
sufficient space is available, for example on vascular plant specimens, bryophyte and 
lichen packets, and other dry, flat specimens. A smaller version of this type of barcode, 
printed the size of a standard insect label, was also used in entomology collections. 
Space is an important constraint in barcode selection.

One-dimensional barcodes used for insect collections had two advantages. They 
mimicked the other labels in size, thus conserving space between specimens, and, if posi-
tioned near the bottom of the pin, were easily viewed and hand scanned without removal.

Two-dimensional barcodes were also used, especially for small specimens. They 
were preferred by some entomology collections because they could be included on an 
insect pin with the coded end clearly visible and easily scanned.

Specimen image capture

Determining what to image varied by institution and collection type. Most herbaria im-
aged entire specimen sheets. Close-up images of particular morphological features (e.g. 
fruit, flower, or leaf detail) were also sometimes captured. Certain entomological (e.g. 
ants, butterflies), paleontological, and ornithological collections captured several images 
of the same specimen with various views (e.g. dorsal, ventral, lateral, hinge, head-on, etc.).

Image acquisition and storage formats also varied by institution (a topic dis-
cussed by Morris and Macklin 2006). Many institutions used the Joint Photographic 
Experts Group (http://www.jpeg.org/committee.html) (jpeg or jpg) file format for 
distribution on the internet. Some institutions preferred camera raw formats for ar-
chiving images as these formats retain all data originally recorded when the image 
was made. Others preferred the well-documented and widely used Tagged Image File 
Format (http://partners.adobe.com/public/developer/tiff/index.html) (tiff or tif), 
which retains all of the original image data and most of the Exchangeable Image File 
Format (EXIF) data (a topic reviewed by Häuser et al. 2005b). Some manufacturers, 
notably Nikon and Canon, store images in a proprietary raw format that is easily 
read by manufacturer-produced software, but usually requires software plug-ins to be 
manipulated by other image editing applications (e.g. Adobe Systems Inc. Photoshop 
(http://www.adobe.com/products/photoshop.html) and Lightroom (http://www.
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adobe.com/products/photoshop-lightroom.html)). It should be noted that capturing 
and preserving high quality specimen label images offers opportunities to take advan-
tages of future improvements in image analysis (La Salle et al. 2009), optical character 
recognition (Haston et al. 2012), natural language processing, handwriting analysis, 
and data-mining technologies.

Manufacturer-controlled raw formats are not openly documented and are subject 
to change without public notice. Hence, in 2004, Adobe, Inc. developed the publicly 
documented digital negative format (dng) as well as a freely accessible software ap-
plication that converts many proprietary raw formats to digital negatives with little or 
no data loss (http://www.adobe.com/digitalimag/pdfs/dng_primer.pdf). A few camera 
manufacturers (e.g. Hasselblad, Leica, Pentax, Ricoh, Samsung) have adopted the digi-
tal negative format as the native output for some of their cameras.

From our observations, imaging requires significant specimen handling with at-
tendant opportunities for damage. Hence, most institutions are careful in personnel 
selection and produce detailed written imaging protocols. However, once an imaging 
station is installed and properly configured, image acquisition does not appear to be 
technically challenging and in most institutions we observed is one of the most effi-
cient and productive steps in the digitization process.

Large insect collections sometimes imaged only one label from a single collecting 
event and applied those data to all specimens associated with that event. Few entomo-
logical collections we observed imaged all specimens.

Figure 2. Specimen image capture. Fossil specimen imaging, specimen label imaging. Two very different 
imaging set-ups. Yale Peabody Museum, University of Kansas - Entomology.
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Whereas some institutions imaged only specimens or specimen labels, others in-
cluded ancillary materials such as collection ledgers (Harpham 2006). Institutions that 
digitize ledgers typically associate specimen records with the ledger page images that 
contained additional information about those specimens (see discussion in Australian 
Museum 2011). Several institutions, especially those with mature digitization pro-
grams, expressed the desire to reference external digital objects, such as monographs, 
published papers, field notebooks, and gray literature to specimen images and records. 
It is projected that linking such material to specimen records will increasingly become 
an important enhancement to current specimen digitization protocols.

Imaging station components varied by institution, organism being imaged, and 
intended use of the resulting images. Most common was a single-lens reflex digital 
camera fitted with a standard or macro lens and connected to manufacturer or third-
party camera control software. A typical station included:

•	 camera and lens, microscope (for a related discussion, see Buffington et al. 
2005), or scanner (HerbScan (see JSTOR PLANTS Handbook http://www.
snsb.info/SNSBInfoOpenWiki/attach/Attachments/JSTOR-Plants-Hand-
book.pdf) or a custom-designed replica), SatScan (Blagoderov et al. 2010), 
GigaPan (Bertone and Deans 2010),

•	 cable connecting camera to computer,
•	 camera control software (third party or camera manufacturer produced),
•	 image processing software (most common are Canon Digital Photo Profes-

sional (http://www.canon.com), Nikon Capture NX2 (http://www.nikonusa.
com), Photoshop, and Lightroom), image stacking equipment and software, 
for example Helicon Focus (http://www.heliconsoft.com/heliconfocus.html) or 
Auto-Montage (http://www.syncroscopy.com/syncroscopy/automontage.asp) 
(for a related discussion of Auto-Montage, see Antweb (2010)),

•	 remote shutter release (wireless or tethered),
•	 copy stand and/or specimen holder,
•	 studio lighting, flash units, or light/diffuser box (e.g. MK Digital’s Photo 

EBox Plus (http://www.mkdigitaldirect.com/products/lighting-systems/mk-
photo-ebox-plus-1419.html)),

•	 scale bar,
•	 color standard,
•	 stamp to mark that a sheet, jar, tray, or folder had been imaged, and
•	 associated instruments (pinning blocks, forceps, latex gloves, etc.).

The most common brand of camera in use across collections was a Canon DSLR 
equipped with a medium-length macro lens, although Nikon DSLR cameras were also 
sometimes used. Megapixel ratings generally ranged from about 17 to 21.5, but were 
sometimes lower or higher, depending upon the expected use of the images.

It is instructive to note that generally, the larger the megapixel rating, the bet-
ter the quality of the resulting images. Hence, images to be used for morphological 
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study were usually captured at megapixel ratings of 17 and above. Macro lenses in 
the range of 50–60 mm were common, but a few institutions used macro lenses in 
the range of 100–105 mm, which allowed for close focusing and performed well 
for smaller objects, such as small birds and mammals. Collections requiring macro 
images of very small specimens usually used a Leica microscope equipped with a 
Canon, Nikon, or Leica camera.

To control for image quality, some institutions located the imaging station in a 
darkened or minimally lit windowless room. This prevented strong extraneous light, 
like that from a window, from contaminating or overpowering studio lighting or 
producing visible shadows on the resulting images. Light control was also sometimes 
accomplished by draping diffuser material across studio lights. A more elegant solu-
tion utilized a diffuser box with internal lighting that can be closed prior to image 
capture. Preferred for this was the MK Photo-eBox Plus Digital Lighting System, 
originally designed for photographing jewelry, coins, and collectibles. The box is 
slightly larger than a standard herbarium sheet, rests on a copy stand, includes halo-
gen, fluorescent, and LED lighting, and is equipped with an oval port on the upper 
surface that allows an unobstructed camera view of the specimen. Herbaria using 
this system usually place the color bar and scale at the top of the sheet to preserve the 
aspect ratio of the resulting image, thus obviating the need for image cropping and 
reducing the number of steps required for image processing. Although the require-
ment to open and close the doors of the light box seemingly slowed the imaging rate, 
time lost was likely recaptured from a reduction in time spent on post-imaging batch 
cropping and light level adjustments.

HerbScan is the imaging system used for scanning type specimens for the Global 
Plants Initiative (GPI) project (http://gpi.myspecies.info/). GPI specifications require 
that specimens be scanned at 600 ppi resolution, beyond the capacity of most DSLR 
cameras when used for whole sheet images of herbarium specimens. HerbScan uses a 
flatbed scanner (Epson Expression Model 10000XL, Graphic Arts, USB2 and Firewire 
interfaces) and a platform that raises the specimen sheet to the face of the inverted 
scanner. Scanning requires 4-6 minutes per scan for a maximum effective rate of about 
ten images per hour. Because the specimen sheet is pressed against the rigid glass face 
of the scanner, the acceptable depth of the specimen sheet is limited to about 1.5 cm, 
hence some specimens are too bulky for this equipment.

Keeping up with what has and has not been imaged can be daunting, especially 
in large collections. Many collections that we observed used the presence of a bar-
code or a stamp to indicate whether a particular specimen had been imaged and/
or digitized. Herbaria often stamped the sheet or folder at the time of imaging to 
provide a visible demarcation. Some institutions also used a written or electronic 
tracking system to track digitization in an orderly fashion. Electronic tracking was 
usually accomplished within the database management system being used for data 
storage. For many institutions, deciding what to digitize was based on such criteria 
as responding to special projects, processing loan requests, emphasizing centers of 
interest, a desire to focus on unique or important parts of the collection, or other 
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priorities. In such instances, an electronic tracking system ensured that specimens 
were not overlooked.

Maintaining an organized tracking system for actively growing collections is espe-
cially dependent on effective protocol. Some institutions included digitization within 
the accessioning workflow, ensuring that all newly acquired specimens, especially those 
to be inserted into parts of the collection that had been previously digitized, were han-
dled at the time of specimen acquisition.

Workflow requirements for imaging varied by institution, but generally followed 
a similar pattern:

•	 pre-imaging equipment configuration and initialization,
•	 procuring/organizing the next batch of specimens for imaging,
•	 acquiring the image, and
•	 moving specimens to the next station or re-inserting them into the collection.

Pre-imaging equipment configuration and initialization was generally a one-time 
task accomplished at the beginning of an imaging session. It involved:

•	 connecting or ensuring the connection of computer to camera,
•	 starting external studio lighting, or checking, adjusting, and testing flash units 

and power supplies,
•	 starting camera control and image acquisition software,
•	 starting the camera,
•	 setting camera aperture, shutter speed, and focus point (or loading these at-

tributes from a previously configured settings file),
•	 adjusting camera height,
•	 changing or attaching lenses, and
•	 loading ancillary image management/processing software.

In some institutions, especially those where all specimens are similarly sized (e.g. 
herbaria), camera settings and equipment mountings were usually not changed from 
session to session and required only a spot check prior to commencing a new imag-
ing session. With collections of variously sized organisms (e.g. paleontological, orni-
thological, Lepidopteran), camera distance to subject was frequently adjusted, lighting 
re-arranged, camera settings altered, and custom or specialized specimen holders repo-
sitioned. In some instances, grouping like-size specimens alleviated the need for con-
tinuous camera adjustment and increased workflow efficiency. In these situations, the 
potential increase in imaging error due to increased demands for technician judgment 
were effectively offset by a higher level of detail in written protocols, elevated attention 
to specialized training, and diligent monitoring during the early phases of a new techni-
cian’s tenure. Institutions that imaged only labels that required only moderate resolu-
tion sometimes dispensed with much of the equipment listed above in favor of a small 
digital camera and less elaborate copy stand that afforded more mobility (Figure 2).
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Procuring and organizing the next batch of specimens for imaging was some-
times facilitated by ensuring proximity of the specimens to the imaging station. 
Institutions used mobile carts or cabinets to transport specimens from the pre-
digitization curation or data entry areas to a location in close proximity to the imag-
ing station. Moving specimens from station to station rather than returning them 
to storage cabinets and re-retrieving them reduced the amount of time devoted to 
travel and handling. From our observations, workflows that began with image cap-
ture, imaged every specimen, and extracted data directly from the image rather than 
the physical specimen effectively eliminated the need to handle or move specimens 
beyond the imaging stage, facilitating re-storage immediately following imaging 
(Figure 6c). To ensure that specimens did not get misplaced and potentially lost 
within the collection, re-filing specimen drawers, trays, containers, or folders was 
often reserved for curators or technicians intimately familiar with collection organi-
zation. To facilitate the smooth flow of specimens, staging space was often made 
available at every station where physical specimen handling was required.

Image acquisition focuses on the process of camera operation for image capture. 
For collections with standard sized specimens (e.g. herbaria), the process involved re-
peating a rote procedure for each new specimen. Even for such collections, however, 
the technician was required to pay close attention to quality by periodically examining 
images to ensure that:

•	 lighting, exposure, and focus remained constant,
•	 file naming progressed according to plan,
•	 exposure was correct,
•	 focus remained sharp,
•	 images lacked imperfections such as blemishes or streaking,
•	 files were not corrupted, and
•	 barcodes or identifiers were in place and readable.

For wet collections, exemplar specimens were usually removed from the container 
before imaging. One successful technique we observed for imaging fish, reptiles, am-
phibians, and other organisms with a reflective epidermis submerged them in a shal-
low, ethanol-filled container, allowed the ripples to settle, and acquired the image 
through the ethanol. This method increased detail by reducing reflectance and increas-
ing contrast. Coating fossil specimens with a thin layer of alcohol also increases con-
trast and provides for a sharper image (Paul Selden, personal communication, 2012).

Protocols and workflows for efficiently imaging insects—with the possible ex-
ceptions of bees, ants, and butterflies—are under development and continue to pose 
special challenges. In nearly every case where we observed butterflies being imaged, 
specimens were removed from the pinning substrate, labels were carefully removed and 
placed on a custom-designed holder with the labels and barcodes (or other identifier) 
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clearly visible in the resulting image. One institution (Museum of Comparative Zool-
ogy) designed and constructed a custom specimen holder (Figure 3) with sufficient 
space to include all labels and the specimen in a single image (Morris et al. 2010). 
Other institutions rested the specimen on a parallel pair of taut monofilament lines and 
recorded two views (dorsal and ventral), each with one or more labels visible (see Häu-
ser et al. 2005a). Some institutions combined the dorsal and ventral views side-by-side 
in a single composite image using image management software such as ImageMagick 
(http://www.imagemagick.org/).

Imaging productivity varied by collection. For herbaria, rates per imaging station 
ranged from as few as 10 sheets per hour using a single HerbScan, to 75–120 sheets per 
hour using a camera (average rate slightly less than 100 sheets per hour). Imaging rates 
for insects are not well documented and their derivation is sometimes confounded 
by the inclusion of data entry and image acquisition in a single, linear workflow that 
makes it difficult to segregate strictly imaging tasks from data entry. For example, the 
imaging step might include removing the label from the pin, taking the photo, and 
putting the label(s) back on the specimen pin.

Figure 3. Custom specimen holder. Museum of Compartive Zoology (MCZ) Rhopalocera (Lepidoptera) 
Rapid Digitization Project.
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Specimen image processing

Image processing involves all tasks performed on an image or group of images follow-
ing image capture. Nine tasks are addressed here, reflecting common practices:

•	 quality control,
•	 barcode capture,
•	 file conversion,
•	 image cropping,
•	 color balance or light level adjustments,
•	 image stacking,
•	 redaction,
•	 file transfer, and
•	 optical character recognition (OCR).

Some institutions include one or more of these nine tasks (e.g. barcode capture, 
OCR) at other stages of the digitization process, as noted in the discussion below.

Quality control was usually effected by selecting and examining sample images 
at regular intervals. In some institutions, all images were visually scanned for obvious 
deficiencies before individual images were selected for more thorough review. Selected 
images were evaluated for correct focus and exposure, blemishes, scan lines, mismatch-
es between file names and barcode values (in situations where these are expected to 
match), and other obvious signs of imperfections or errors. Imperfections in camera 
images usually related to incorrect focus or exposure. Institutions using HerbScan, 
especially as part of the GPI, followed a more elaborate and rigorous process (not 
detailed here) that included converting images to high contrast in Photoshop and run-
ning scripts that track pixilation and banding, and that expose scanner-produced flaws 
such as minute streaks and lines caused by wear and tear on scanner parts. The standard 
for GPI images, coupled with mechanical parameters of the scanners, demanded these 
enhanced quality control procedures (http://www.snsb.info/SNSBInfoOpenWiki/at-
tach/Attachments/JSTOR-Plants-Handbook.pdf).

Barcode values were captured in several ways and for several purposes. Many insti-
tutions preferred specimen image file names to match corresponding specimen barcode 
values. Hence, the image file for a specimen with barcode value XXX123456, might be 
named XXX123456.tif, where XXX is replaced by the institution code. This worked 
well for cases in which each specimen was represented by a single image, but less effec-
tively for cases in which a specimen might be represented by multiple images. In these 
latter cases, multiple image files of the same specimen often used an appended value, 
such as XXX123456A, XXX123456B, and so forth. Although matching the image 
filename to the specimen’s barcode value is not a requirement, it is a common practice 
that helped ensure that all image files for a specific collection were uniquely named.

Based on our observations, collections that chose to use barcode values as filenames 
generally used one of several options. Most high-end DSLR cameras allow for cus-
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tomized file naming and auto-incremented file numbering, features sometimes used 
in herbaria. When these features were used simultaneously, the camera was configured 
to produce file names that matched the barcode value. This increased efficiency when 
specimens were arranged and imaged in sequential barcode order, but was cumbersome 
and inefficient when specimens were arranged in random barcode order. It also led to 
file naming errors when one or more specimens were unexpectedly mis-ordered. A sec-
ond practice used a barcode scanner to read the barcode into the file name field or the 
image EXIF data as the file was imaged or saved. A third strategy used Optical Character 
Recognition (OCR) software to scan the image file for a barcode value and rename the 
file to the barcode value detected. The benefits of the latter approach included reduction 
of potential naming errors and greater efficiency due to reduced camera manipulation.

However, OCR software sometimes failed at detecting barcodes within images 
due to image quality or other issues, resulting in files not being appropriately renamed. 
According to our observations, barcode extraction failure rates on bryophyte packets 
ranged from 0.2–3%, based on tests with ABBYY Finereader Corporate edition (http://
finereader.abbyy.com/corporate/ ) at the herbarium of Valdosta State University, where 
barcodes were carefully affixed in precise horizontal or vertical orientation. A fourth ap-
proach used custom-designed software to intercept the filename generated by the cam-
era, simultaneously creating an associated record in the database for later data entry from 

Figure 4. Specimen image processing. Using Adobe Photoshop Lightroom software to process images. 
New York Botanical Garden.
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the image. Image filenames were unique for the collection, and the image files were usu-
ally stored in a repository and linked to database records through a software interface.

A two-part strategy we observed that addressed file naming issues used a hand-held 
scanner to scan the barcode value into the image EXIF via Canon Digital Professional 
software. Subsequent processing extracted the image’s barcode value using ZXing (Ze-
bra Crossing, http://code.google.com/p/zxing/), compared the value to the image’s 
EXIF data, and created a database record containing the image filename and barcode 
value. This allowed database records to be created by software without regard to the 
image’s filename. The key point of this process is that camera-generated filenames can 
be stored verbatim in a database if software is responsible for associating image files 
with specimen records (Morris and Macklin 2006).

Conversion involves converting camera raw images to a preferred archival or dis-
play format. In some instances, conversion is avoided by setting the camera to record 
images in the preferred final archive format, usually as a tagged image file (tif).

Cropping is used to trim excess image data in order to achieve an acceptable aspect 
ratio or to reduce unnecessary borders surrounding the specimen. Where cropping was 
utilized, it was accomplished in large batches that did not require monitoring once set 
into motion. However, cropping was not universal.

In general practice, it is considered unwise to use photo manipulation software to 
alter color balance, saturation, sharpness, or other image features (Cromey 2010). Do-
ing so runs the risk of creating an image that does not faithfully represent the source 
specimen. Based on our observations, adjustment of light levels is an exception to this 
rule. Herbarium specimens, in particular, sometimes benefitted from an automatic lev-
els adjustment. An auto levels adjustment essentially sets the white and black points in 
the image and spreads the available tones between these two extremes. Using an auto-
levels adjustment worked best when the image contained a color bar that included true 
black and white reference points. This gave a better representation of the tonal values 
between the extremes, and usually resulted in a more lifelike image without distort-
ing color or other attributes. Since all herbarium specimens in a specific photographic 
session were presumably recorded with equal illumination, consistent camera settings, 
and the same lens, all images made within that session benefited equally from a batched 
adjustment. The same was not always true for colorful subjects, such as birds or but-
terflies, which often responded to auto levels adjustments in a way that distorted the 
resulting images, often rendering them more colorful and brighter than the original.

Specimens with significant depth, such as fossils, some insects, birds, mammals, 
and even some herbarium sheets, make it difficult to achieve sharp focus throughout 
the depth of field. Institutions used one of several stacking software packages to rectify 
this problem. Focus stacking (http://en.wikipedia.org/wiki/Focus_stacking) involved 
recording several images of a stationary specimen at varying depths of field, process-
ing them through a stacking algorithm that essentially merged the several layers into 
a single image while preserving properly focused pixels in each layer. The result was a 
sharply focused image throughout the specimen’s depth. Software packages in com-
mon use included proprietary Auto-Montage (see discussion in Antweb 2010) and 
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Helicon Focus. No-cost software included CombineZ (http://www.hadleyweb.pwp.
blueyonder.co.uk/CZP/Installation.htm). Stacking worked best with cameras that 
supported a live view of the specimen in conjunction with camera control software 
that allowed precise focus control targeted to small percentage regions of the specimen.

Electronic data capture

Electronic data capture involves extracting label data and entering those data into an 
electronic database. Depending on protocol, data capture can occur before, after, or 
simultaneous with image capture. For collections we observed in which all or nearly all 
specimens were to be imaged, entering data from specimen images reduced specimen 
handling and potential damage, eliminated multiple trips to storage locations, and al-
lowed technicians to digitally enlarge labels for better readability. For collections that 
did not image specimens, or imaged only exemplars, data entry was usually the second 
step in the digitization sequence (Figure 6a).

Several methods were used for data capture, the most common being keystroke 
entry, sometimes with the support of related technologies such as OCR or voice 
recognition. Efficiently designed software interfaces that allowed user customiza-
tion were important and increased the efficiency of data entry by eliminating dupli-
cative or unnecessary keystrokes and arranging icons in convenient positions or in 
logical tab orders (see related discussion in Morris 2005). We noted that in almost 
all cases, the database software used in a given collection was not used out-of-the-
box. Often, software was customized or custom-designed user interfaces were built 
by biodiversity informatics managers.

Advances in voice recognition technology are evident in computer, tablet, and 
smart phone applications. Nevertheless, we saw only a single use of this technology, 
and this only for capturing a limited set of data, but we note that some institutions are 
experimenting with this technology. IBM ViaVoice (now produced by Nuance Com-
munications, Inc. (http://www.nuance.com/)), Microsoft Voice Recognition (a stand-
ard component of the Microsoft Windows® operating system), and Dragon Naturally 
Speaking (http://www.nuance.com/for-business/by-product/dragon/dragon-for-the-
pc/dragon-professional/index.htm) are three software packages being used or tested. 
We note that programmers at the Botanical Research Institute of Texas (BRIT) are 
testing the Application Programming Interface that is packaged with the Microsoft 
Windows® operating system. We believe that voice recognition shows great potential 
for data capture and that the comparatively small cost for appropriate commercial 
products will be offset by greater workflow efficiencies. Most modern operating sys-
tems include built-in voice recognition capabilities of various qualities that should be 
tested using a high quality microphone. From our experience, the potential drawback 
to this technology is that substantial training to particular voices is often required for 
the software to perform adequately, which may limit its use where several data entry 
technicians are involved or when the rate of technician turnover is high. In addition, 
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we noted from our interviews that simultaneous data entry by several technicians in 
close proximity might lead to distortion and interference, or be distracting to workers.

Optical character recognition (OCR) was also being used or considered by several 
institutions. Two of the most effective uses we observed included the Apiary Project 
(http://www.apiaryproject.org/) at BRIT and the Symbiota Software Project (http://
symbiota.org/tiki/tiki-index.php) at Arizona State University. Each of these interfaces 
simultaneously displays a specimen image, an OCR-rendered version of label data ex-
tracted from the image, and a collection of database fields into which data can be trans-
ferred. Apiary allows users to demarcate OCR regions of interest within the image and 
highlight OCR-generated text that can be transferred to associated data fields by mouse 
click. Symbiota provides for moving data to fields manually, but additionally includes 
functionality for searching the databases of the Consortium of North American Byroph-
yte Herbaria (http://symbiota.org/bryophytes/) and Consortium of North American Li-
chen Herbaria (http://symbiota.org/nalichens/) for previously digitized duplicates from 
which data can be imported.

Other institutions routinely process all images through OCR and store the OCR-
generated output in text files, or import it into a field within the database for subsequent 
editing, data cleaning, and searching. Popular OCR software packages included Tesseract 
(http://code.google.com/p/tesseract-ocr/), OCRopus (http://code.google.com/p/ocro-
pus/), and JOCR (GOCR) (http://jocr.sourceforge.net/), all of which are open source, 
and the proprietary ABBYY Finereader corporate version (http://www.abbyy.com/) and 
Adobe Acrobat Professional version (http://www.adobe.com/products/acrobatpro.html), 
both of which can batch process large numbers of images. There is significant interest in 
natural language processing (NLP), which is designed to parse OCR text into fields, as well 
as intelligent character recognition (ICR) or handwriting analysis, but effective systems 
for using these technologies to extract data from biological specimens were not observed.

In some instances data entry is accomplished by electronic import from spreadsheets 
or other delimited lists. Some software interfaces, e.g. Specify (http://specifysoftware.
org/) (via Workbench), Brahms (http://herbaria.plants.ox.ac.uk/bol/) (via Rapid Data 

Figure 5. Electronic data capture. Entering data straight from the specimen label into the database. 
New York Botanical Garden.
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Entry http://herbaria.plants.ox.ac.uk/bol/BRAHMS/Documentation), and KE EMu 
(http://www.kesoftware.com/) provide this capability. Issues to resolve when import-
ing legacy or external data include data quality, mapping imported data fields to those 
in the preferred database, dealing with imported fields that do not have database cor-
relates, and time required for post-import data cleanup. In many cases, importing and 
transforming legacy data can be efficiently managed, resulting in large dataset acquisi-
tions for relatively small investment in time, especially when compared to keystroking.

Georeferencing

Georeferencing is the process of transforming textual descriptions of geographical data 
into a pair of X, Y coordinates, with an accompanying estimation of precision. Preci-
sion is usually denoted by one of several methods, including a bounding polygon, a 
point and its associated radius of uncertainty, or designation of the extent of the known 
area in which the point occurs, such as a county, park, township, range, or section 
(Chapman and Wieczorek 2006). Best practices suggest that each georeferenced point 
also include notation of the point’s datum, geographical coordinate system, and geo-
reference remarks that explain how the point, polygon, and estimate of precision were 
derived (Chapman and Wieczorek 2006). Coordinate pairs that do not include nota-
tion of the underlying datum upon which the point is based may include uncertainties 
up to about 3.5 km (Wieczorek et al. 2004).

Figure 6. Dominant Digitization Workflows Observed.
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Based on our observations, the process of georeferencing biological and paleon-
tological specimens was typically ancillary to and discontinuous with the digitization 
workflow. Although digitization workflows often captured locality information from 
specimen or collecting event labels, these data—especially legacy data—generally did 
not contain geographical coordinates and most institutions chose not to georeference 
these data at the time of data entry. In the case of more recently collected specimens on 
which latitude and longitude values were included on the label, the values were typi-
cally captured at the collecting event or specimen record level at the time of data entry. 
It is clear from our observations that the community consensus for legacy specimens is 
for bulk georeferencing of unique localities as a separate step in the digitization work-
flow (Chapman and Wieczorek 2006).

We observed three georeferencing methodologies in use where coordinate values 
were not present on the specimen. Geolocate (desktop and web-based interfaces, and 
web services; http://www.museum.tulane.edu/geolocate/) and Biogeomancer (web-
based; http://bg.berkeley.edu/latest/) are software applications designed to assist in as-
signing latitude/longitude coordinates to textually described localities. Both of these 
applications convert locality descriptions into coordinate pairs based on statements 
of state, county, orthogonal direction, distance, and place names of geographical fea-
tures. Both also provide protocols for uploading datasets for processing and bulk geo-
referencing similar localities. Each returns a map of the estimated location of each 
described locality, including a point-radius estimate of precision. Map interfaces allow 
technicians to manipulate and refine the georeferenced locations of these points before 
recording a final determination of the point’s coordinates. Technician manipulation 
was required for points to be reliable. Both Geolocate and Biogeomancer are free to 
use. The third method we observed was based on the use of standard and customized 
map layers in conjunction with GIS software (such as ArcMap http://webhelp.esri.
com/arcgisdesktop/9.2/index.cfm?TopicName=An_overview_of_ArcMap) and paper 
maps to pinpoint locations. For best results, all of these systems rely on a technician’s 
knowledge of the region in which a collection is made, facility with desktop GIS or 
online mapping software, general understanding of maps and mapping, and ability to 
recognize habitat signatures on aerial photographs.

Dominant digitization workflows observed

Based on our observations, three workflows dominated digitization programs in the 
institutions we visited (Figure 6). The three presented here are not intended to repre-
sent a comprehensive collection of workflows. Here we call them by their character-
izing patterns: data to occasional or optional image to distribution, parallel data/image to 
distribution, and image to data to distribution. All patterns begin with pre-digitization 
curation and terminate with distributing data directly to the World Wide Web, to data 
aggregators, and/or to internal users. In all three, specimen data are stored in database 
records that include references to associated images or other media. Images are stored 
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in a computer file system and are not embedded in the database. We have not meas-
ured the throughput of these patterns in a controlled experiment.

It is worth noting that the capture of specimen data from ledgers without refer-
ence to the specimens has been a dominant digitization workflow for many decades 
and represents the method by which the majority of existing vertebrate collections data 
were digitized (Humphrey and Clausen 1977). With one exception, this method was 
absent from the workflow patterns we observed in this study, likely due to the transi-
tion in recent years to digitizing directly from specimens.

We note that Tann and Flemons (2008) and Granzow-de la Cerda and Beach 
(2010) provide examples of how one might measure a data capture workflow for a 
given collection type. These might serve as models for setting up comparisons of work-
flows across or within collection types.

The data to occasional or optional image to distribution pattern fits those institutions 
in which few or no specimens are imaged. Data capture follows curation and may 
include decisions about which specimens to submit for imaging. Rarely, imaging of 
exemplars is simultaneous with data entry of those exemplars.

The parallel data/image to distribution pattern includes both data and image cap-
ture but treats them as independent and simultaneous rather than as sequential steps. 
This pattern is likely the most labor intensive of the three, especially when it requires 
specimen handling at two stages of the workflow, with attendant need for multiple 
trips to storage locations and increased opportunities for specimen damage. This pat-
tern is made more efficient when data capture proceeds from bulk data sources (ledg-
ers, cards), which requires specimen handling only during image aquisition.

The image to data to distribution pattern fits institutions that image all specimens 
(e.g. most herbaria) and captures data from these images. It reduces specimen handling 
and with it the likelihood of specimen damage, increases efficiency by eliminating the 
need for return trips to storage locations, and offers the capacity to incorporate Opti-
cal Character Recognition and similar technologies within the data capture workflow.

Recommendations

Based on our observations, interviews, discussions, and readings, we offer the follow-
ing recommendations for establishing and improving biological and paleontogical col-
lections digitization programs.

1.	 With planning, the pre-digitization curation step is an opportunity for the 
goals of specimen digitization and collection curation to be merged into an 
efficient workflow. Curation tasks that cannot be efficiently addressed in the 
workflow can be identified so that adequate resources can be assigned to them 
in the future (Sumpter 1991).

2.	 Biodiversity informatics managers and other digitization personnel should 
look for bottlenecks in digitization workflows and seek ways to make them 
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more efficient (Tann and Flemons 2008; Granzow-de la Cerda and Beach 
2010). We recognize that much work remains for devising and disseminat-
ing strategies for evaluating and analyzing existing workflows, encouraging the 
application of automation, and exploring the relevance of industrial process 
control to workflow design.

3.	 There should be clear institutional policies guiding which specimens to expose 
to public access, including policies governing whether to redact or not redact 
locality data for sensitive species (Canhos et al. 2004) and ensuring that per-
mission is obtained for privately controlled donations and collections from 
federal installations. We note, for example that funds from NSF’s Advancing 
Digitization of Biological Collections are not permitted to be used in the digi-
tization of federally owned specimens (National Science Foundation 2011).

4.	 Barcodes should be used only as identifiers; encoded barcode data should not 
incorporate taxonomic or related information that might change with time.

5.	 Where possible, the aspect ratio of specimen to camera should be synchronized 
to eliminate the need for image cropping.

6.	 Image processing should not include color balancing or other adjustments that 
result in images inaccurately reflecting actual specimens (Cromey 2010).

7.	 A color bar and scale should be visible in all images (Taylor 2005).
8.	 Protocols for periodic quality control should be established for all stages in 

the digitization workflow to ensure data accuracy and the production of high 
quality digital images (Chapman 2005a).

9.	 For institutions in which imaging is paramount, acquiring images of labels 
prior to data entry reduces specimen handling by allowing for data extraction 
from images rather than from specimens.

10.	Attention to the digitization of gray and published literature related to speci-
men data is an important consideration and should be accomplished whenever 
possible (cf. Australian Museum 2011).

11.	Georeferencing should be treated as an essential part of digitization protocols 
(Canhos et al. 2004, Chapman and Wieczorek 2005, Morris 2000).

12.	Quality control should be integral to all steps in the digitization workflow, 
including post-digitization review and targeted testing should be designed to 
expose data inconsistencies or suspected anomalies (Morris 2005).

13.	Detailed written protocols should guide every step of the digitization work-
flow, be uniquely designed for a given institution, and be amended regularly 
to reflect emerging technologies and improved efficiencies. These protocols 
should be electronically stored in a common folder that allows technicians to 
insert comments and suggestions to be reviewed and potentially adopted by 
biodiversity informatics managers.

14.	Selection of data entry and imaging technicians should be guided by employ-
ability skill sets strongly associated with success in digitization tasks, with par-
ticular attention to potential technicians’ attention to detail, orientation to 
increased efficiency, and commitment to high productivity.
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15.	Institution-wide digitization tasks should be periodically evaluated for over-
all progress, organizational collaboration and cooperation, and compatibility 
with new and emerging technology, with plans to use results of the evaluation 
to implement improvements (Kalms 2012).

16.	Digitization workflows should be coordinated by a designated biodiversity in-
formatics manager with IT experience, preferably from a biological sciences 
and collections background, to bridge the potential knowledge gap between 
collections managers and information technology professionals (Kalms 2012).

17.	Biodiversity informatics managers should construct a frequently asked ques-
tions document that outlines common problems and offers instructions about 
how to address these problems, whom to contact with questions about specific 
categories of problems, and guidelines for which types of problems should be 
elevated to a higher administrative level.

18.	Institutions should utilize a digitization workflow strategy that captures prob-
lems, remedies, lessons learned, and technician input for use in improving 
digitization protocols, and remain open to investigating possible changes in 
current practice (Kalms 2012).

19.	Determining an appropriate storage format for archived images is an important de-
cision that should precede image capture. Here we recommend capturing images 
in native camera raw and converting them from camera raw to dng or tif (a topic 
addressed by Häuser et al. 2005b). Alternatively, images can be natively captured 
and archived in tif format. Jpg format is not recommended for archived images.
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Abstract
Multimedia data held by Natural History Museums and Universities are presently not readily accessible, 
even within the natural history community itself. The EU project OpenUp! is an effort to mobilise scien-
tific biological multimedia resources and open them to a wider audience using the EUROPEANA data 
standards and portal. The connection between natural history and EUROPEANA is accomplished using 
well established BioCASe and GBIF technologies. This is complemented with a system for data quality 
control, data transformation and semantic enrichment. With this approach, OpenUp! will provide at least 
1,1 Million multimedia objects to EUROPEANA by 2014. Its lean infrastructure is sustainable within the 
natural history community and will remain functional and effective in the post-project phase.
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Introduction

The vast majority of global collections of biological organisms and images of organisms 
are held by institutions such as natural history museums and universities, in the realm 
of natural sciences. Nevertheless, nature is of course a major subject in the context of 
cultural history and humanities, and numerous cultural objects represent organisms 
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(Fig. 1). Both communities have started to digitise their objects and to publish the 
resulting multimedia data to make them accessible to a wider audience. The preva-
lent disjunction between them, however, has led to procedures, technologies, and data 
standards being optimized for the respective community’s needs. The resulting incom-
patibilities prevent semantic linking and joined access.

In fact, there is a significant need for convenient joint access to the collection and 
multimedia holdings of different scientific communities. In the context of art history, 
for example, access to plant identifications provided by herbaria can be an important 
tool for the analysis of, e.g., ornaments in works of art. In turn, linking artwork with 
natural history specimens raises the general awareness of this important research tool 
and thus serves the museum community. And cultural background may be document-
ed with natural history specimens; e.g. the collections during famous expeditions like 
those of Humboldt and Bonpland, and data on local uses recorded with the descrip-
tion of the collected organism.

EUROPEANA is the European portal to museums, libraries, archives, and audio-
visual collections (Purday 2009). EUROPEANA has the potential to bridge the gulf 
between multimedia collections held by different communities by providing a common 
cross-domain user portal and web services based on unified metadata standards. During 
its first years of construction, EUROPEANA was clearly focused on cultural content, 

Figure 1. Herbarium specimen Crocus vernus L. (© Botanic Garden and Botanical Museum Berlin-
Dahlem, Germany) and Tapestry called Krokus by Britta Rendahl (1976) (© Upplandsmuseet, Uppsala, 
Sweden).
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largely neglecting natural science objects. A series of biodiversity-related EU-projects 
such as STERNA (Sterna 2008), BHL-Europe (BHL-Europe 2009), Natural Europe 
(Natural Europe 2012), and OpenUp! (Berendsohn et al. 2011) widened EUROPE-
ANA’s scope to include natural history content. OpenUP! is the instrument for mobiliz-
ing and providing high volumes of biological multimedia collection objects for EURO-
PEANA. By end of the project (March 2014), OpenUp! will have delivered access to at 
least 1,1 Million objects and their corresponding data and metadata. More importantly, 
OpenUp! implements a sustainable pipeline from natural history collections to EURO-
PEANA (and potentially to other portals using the EUROPEANA standards). Recent 
initiatives to further digitisation of specimens (e.g. in the context of the industrial-scale e-
RECOLNAT project in France, digitising all French herbarium specimens; or the NSF-
funded iDigBio initiative in the US) will bring massive amounts of such objects on line. 
Using the OpenUp! approach, collection holders can publish their metadata and image 
locations, making them available to a wide audience beyond the natural history com-
munity. This pipeline scales up and will continue to function and provide access to the 
rapidly growing stock of multimedia content held by natural history institutions.

Of course we are fully aware of the problems of semantic mapping of metadata, 
especially with the taxonomic concepts represented by the name (e.g. Geoffroy and 
Berendsohn 2003). However, though this (as most of the retrievable information on 
the Internet) is not satisfying from a scientific view, we still posit that exposing natural 
history object information to a hugely enlarged audience (as offered by EUROPE-
ANA) will help both the data providers as well as the users. The former will gain by the 
raised awareness of their holdings and by drawing attention to their cultural context, 
the latter will (in many cases for the first time in their life) become aware that such 
collections exist. And as a major side effect of mobilising the information for various 
networks simultaneously, researchers can choose to access the information through 
other interfaces that are less fuzzy in that respect (e.g. Güntsch et al. 2009).

The OpenUp! approach

OpenUp! creates an information flow from holders of collection multimedia data to 
the EUROPEANA data portal and services, but it avoids as much as possible the 
development and deployment of project-specific software modules. Rather, existing 
and well established protocols, standards, and software tools are used, resulting in an 
infrastructure that can be maintained with low maintenance costs beyond the funded 
project phase (Fig. 2).

OpenUp! data providers are usually connecting their existing collection manage-
ment databases to the network. These databases are part of their institutional work 
flow so that maintenance and updating is part of the institutional setup. Connection 
is accomplished by equipping the local database with an installation of the BioCASe 
provider software package (Holetschek et al. 2009), and by mapping the local data 
definitions to the TDWG Biodiversity Information Standard “Access to Biological 
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Figure 2. Information flow from a collection data provider via the central OpenUp! aggregator to the 
EUROPEANA harvester and portal. The collection database uses standard BioCASe/ABCD technology 
for connecting up to the network.

Collection Information” (ABCD, Berendsohn 2005). The software translates the local 
data to ABCD and allows querying the database over the Internet. The same installa-
tion is also used to provide data to the GBIF network. The only difference is that the 
configuration of the provider software for OpenUp! has to ensure that a minimal set 
of data elements required by the EUROPEANA portal is made available. The central 
OpenUp! aggregator notifies providers if this condition has not been met.

Harvesting of ABCD data and storage on the central aggregation server is per-
formed using the GBIF Harvesting and Indexing Toolkit (HIT, GBIF 2011). The 
aggregator database stores only the textual data, including the URIs of the multimedia 
data. It is implemented using the same system that is used by the BHL Europe project. 
From there, the data from the ABCD standard used by the natural history domain are 
transformed into ESE (ESE 2011), which is used as a cross-domain metadata standard 
in EUROPEANA. The transformation is carried out using Pentaho Data Integration 
(aka Kettle, Pentaho 2011). The mapping between ABCD and ESE concepts is based 
on a thorough analysis of both standards, considering the semantics of natural history 
data elements used in a cross-domain context (Theeten et al. 2012).
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OpenUp! metadata are periodically harvested by EUROPEANA via a single 
OAI-PMH access point at the aggregator database. Previews of multimedia objects 
for presentation and queries in the EUROPEANA portal are generated by EURO-
PEANA from full object URLs given in the metadata. The object itself and its pres-
entation (e.g. using an image server or streaming software for audio files) stay with 
the provider, who also retains full rights of the multimedia file. The existence of the 
file is checked during the ABCD/ESE conversion process. Additionally, the central 
OpenUp! server will cyclically check the links to multimedia files and warn data pro-
viders if files become unavailable. In case of enduring problems, the links metadata 
will be excluded from the process.

Data Quality Control

Organising the basic information flow and data transformation process from biologi-
cal multimedia collections to the EUROPEANA portal took considerable project re-
sources. However, improving the content with regard to data quality and usability is 
the main item in the OpenUp! budget (which is co-funded by the European Union 
and the participants in the project). To support this process, some tools were imple-
mented to support providers in the detection of data quality problems in their data-
bases. Again, this “Data Quality Toolkit” mostly relies on existing systems and only a 
relatively lightweight interface layer is specific to OpenUp!

The OpenUp! Data Quality Toolkit (Fig. 3) operates directly on a given individual 
installation of the BioCASE provider software. It pages through a subset of ABCD 
records defined in its web-based user interface (OpenUp! 2012). Based on the user’s 
choice of data quality rules to be applied, ABCD elements are then sent to an evolv-
ing set of data quality services analysing particular aspects of the data. This includes 
botanical and zoological name and concept checks for identifications, checks of com-
pliance of ABCD elements to controlled vocabularies (e.g. country codes, mime types 

Figure 3. The OpenUp! Data Quality Toolkit
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for multimedia objects), and syntax of email-elements, dates and URLs. The toolkit 
then writes potential data problems as XML-encoded annotations directly into the 
ABCD-records they refer to and sends the compilation of all problem-records back to 
the user (Fig. 4). Users may also choose asynchronous access to avoid waiting periods. 
The tool provides suggestions to providers, which they may (or may not) take up in 
their OpenUp! quality enhancement task.

By decoupling the Data Quality Toolkit user interface layer from the underlying 
data quality services, the services themselves can be used in other contexts, and in turn, 
OpenUp! can integrate data quality services provided by other projects or initiatives. 
Collaborations have already started with the EU project BioVeL (Biodiversity Virtual 
e-Laboratory, BioVeL 2012) and the reBiND project funded by the German research 
foundation (Güntsch and Berendsohn in press).

Semantic Enrichment

The impact of the presentation of natural history specimens in a cross-domain context 
like EUROPEANA will partly depend on the possibilities for semantic linking with 
other content. Semantic linking is made possible by the metadata provided, so it can be 
enhanced by enriching the domain vocabularies used by the providers in the metadata. 
For example, in natural history databases typically the Latin scientific name is entirely 
sufficient (and indeed the most precise way) to denote the identification of the speci-
men. In contrast, content from the cultural domain will usually refer to an organism by 

Figure 4. OpenUp! Data Quality Toolkit annotation indicating that an identification is using a name 
which is a synonym (according to a concept reconciliation service provided by Kew Gardens).



OpenUp! Creating a cross-domain pipeline for natural history data 53

means of a common name. Users from that domain would not find the corresponding 
natural history object with their searches. Enhancing the natural history metadata by 
adding common names will close that gap.

In OpenUp! the botanical and zoological name services will be used to add synonym 
lists to the Latin names provided by the collection holders. A forthcoming OpenUp! 
service will be used for adding multilingual common names to the scientific names. In 
addition, external services will be used for adding further geographic information to the 
place names contained in the specimen data.

Outlook

During the first project year, OpenUp! has mobilised more than 220,000 natural his-
tory multimedia objects and made them available through EUROPEANA and GBIF, 
and the numbers are rapidly growing. Specimens displayed in the EUROPEANA portal 
demonstrate the feasibility of the principle data flows in OpenUp!. However, they also 
brought to light the weakness of the portal or in fact of the underlying ESE standard. 
Multimedia objects representing collection objects often have a strong relation to each 
other (e.g. several images from one specimen), which the portal does not adequately 
represent in its present stage. With the transition to the new metadata standard EDM 
(Europeana Data Model, Doerr et al. 2010) planned for 2012, nested object structures 
will be implemented. The millions of objects expected from the Natural History world 
will provide an ideal test bed for both metadata for linked objects and portal user in-
terfaces and services providing searchable access to complex structured data.
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Abstract
The goal of the US Virtual Herbarium (USVH) project is to digitize (database, image, georeference) all 
specimens in all US herbaria, enabling them to be made available through a single portal. Herbaria house 
specimens of plants, fungi, and algae, so USVH will offer a rich portrait of biodiversity in the US and in 
the other countries represented in US herbaria. Equally importantly, working towards this goal will engage 
people with herbaria and the organisms they house, expanding their appreciation of both the power of 
biodiversity informatics and the demands that it places on data providers while developing improved com-
munication among those working in and with herbaria. The project is not funded but has strong support 
among those working in herbaria. It works through regional herbarium networks, some of which existed 
prior to the USVH project, while others are still in gestation. It differs from most digitization projects in 
its emphasis on helping those involved with herbaria become part of a national enterprise, an aspect that 
is seen as critical to creating the resources needed to develop and sustain the project. In this paper, we 
present some of the lessons we have learned and the difficulties we have encountered during the first few 
years of the project.
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Origin of the US Virtual Herbarium project

The US Virtual Herbarium project was started in 2008 at a meeting held in conjunction 
with the annual meeting of the Botanical Society of America. Those present were asked 
whether they were in favor of attempting to develop integrated access to specimen infor-
mation residing in all US herbaria, creating in essence, a US Virtual Herbarium (USVH). 
The meeting followed 20+ years of digitizing efforts (primarily databasing) within US 
herbaria. It had been called because, despite these efforts, there was no evidence of a pro-
gram to build a national resource that would include all herbaria. Some of those voting 
had been involved in digitization efforts. Others came looking for help, both financial 
and technical, in starting the process. At the end of the meeting, all those present en-
dorsed the concept. Thus the project started, not in direct response to a national initiative 
or program but as a statement of interest by those directly involved with herbaria.

The meeting was held under the auspices of the Western Association of Agricul-
tural Experiment Station Directors (WAAESD). Each state has an Agricultural Experi-
ment Station (AES) and their directors work together, regionally and nationally, in ar-
eas of joint interest. Although it was AES directors in the western states who sponsored 
the meeting, the USVH project has always been national in scope. Formally speaking, 
the purpose of the meeting was to determine whether there was sufficient support to 
justify WAAESD sponsorship of a 5-year committee to coordinate work towards a 
single access point to information from all US herbaria. Given the support expressed, 
formation of the committee was approved.

WAAESD sponsorship provides a formal but flexible structure within which to 
operate. It does not provide funding; it does provide freedom in determining how 
best to pursue a group’s objectives. It also provides a mechanism for disseminating 
information through the National Information Management and Support System 
(NIMSS). Reports and announcements posted to NIMSS are sent to AES directors in 
each state as well as to registered participants. Because most herbaria are not connected 
with AES, the sponsorship by WAAESD immediately increased awareness of herbaria.

The executive committee’s first task was to develop explicit goals for the project. 
After considerable debate, it agreed that the overall goal of the US Virtual Herbarium 
project should be digitizing all specimens in all US herbaria. The result will be a major 
new scientific resource but the greatest benefits will result from working towards this 
overall goal, a process that will require helping collectors and curators record informa-
tion in a manner that maximizes the value of a specimen, use the tools being devel-
oped for capturing and sharing collection information, and make use of the resulting 
information in their research, education, and outreach activities. It will also require in-
creasing interaction among those who work in herbaria and educating users in diverse 
disciplines about the value and use of collection data. Much of the value of the project 
lies in ensuring that these benefits are experienced by all those involved with herbaria 
and in teaching students about algal, fungal, and plant diversity.

Herbarium specimens provide a particularly rich information layer to the world’s 
biodiversity resources because they represent sessile organisms. They show the ability of 
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a taxon to complete its life cycle at a particular location and time and, in some instanc-
es, provide information about the prevailing growing condition (see, e.g., Woodward 
and Bazzaz 1988; Kouwenberg et al. 2003; Zangeri and Berenbaum 2005; Johnson 
2011). Thus the value of the digital herbarium layer is clear. The optimal path (or 
paths) to providing it is less clear. The task of the US Virtual Herbarium project is to 
accelerate the process and ensure that all herbaria become involved because in that way 
more individuals will learn about the organisms present in herbaria, what digitization 
involves, and the power of biodiversity informatics. It will also result in a more dense 
information layer. The project does not focus on developing better ways to digitize 
herbaria; that is the focus of specific programs within the National Science Foundation 
and Institute for Museum and Library Services. Instead, the project aims to foster the 
collaborations needed to establish networks and enable rapid dissemination of better 
procedures as they become available. In this paper, we share some of the lessons we 
have learned in reaching the current level of digitization in the US.

Herbaria in the US

There are 729 registered herbaria in the US (Thiers et al. 2012+). They are scattered 
throughout the country but are more abundant in densely populated states (Fig. 1). 
Seventeen herbaria have a million or more specimens each; about 300 have fewer than 
17,000 specimens. About 150 of the US herbaria listed in Thiers (2012+) have been 
transferred or closed; there are also many herbaria not listed by Thiers (2012+), most of 
which have fewer than 10,000 specimens. Our current estimate is that there are about 
800 active herbaria and over 90 million herbarium specimens in the US.

About 78% of US herbaria are owned by an academic institution. Academic her-
baria, particularly those in smaller institutions, offer excellent opportunities for involving 
students. Countering this potential is the fact that small herbaria often receive little or no 
formal support from their institution and may not be actively curated. Of the remaining 
herbaria, about 13% are owned by a government entity, usually federal but in some cases 
state, county, or municipal. About 9% are associated with botanical gardens or independ-
ent museums; among these are eight of the herbaria with a million or more specimens.

In 2009, Thiers provided Barkworth with a list of US herbaria registered with 
Index herbariorum at that time. Of these, 601 appeared to be active. “Appeared to 
be” because there is no guarantee that Thiers is notified when a herbarium is closed 
or transferred. In 2010 a survey (via paper questionnaire, with reminders by email or 
telephone call to some non-respondents; see Appendix 1) of all 601 herbaria resulted 
in 287 responses (Barkworth 2011, unpubl. data). The data revealed that many of the 
smaller, non-responding herbaria had been transferred or closed. Of the responding 
herbaria, 154 (54%) had a herbarium database and 70 (24%) were imaging their speci-
mens. Collectively, the 287 herbaria held 50,583,000 specimens, of which 16,880,000 
(33%) had been databased and 1,510,000 (3%) imaged. Most of the databasing her-
baria (150/154) made specimen information available on the web through their own 
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web site; 39 did so through a regional website; 38 made their records available to the 
Global Biodiversity Information Facility. These data indicate strong commitment to 
digitization and data sharing among US herbaria.

In addition to there being many herbaria in the US, there are many different taxo-
nomic opinions, particularly with respect to vascular plants. These are reflected in state 
and regional floras. There are resources to help interpret the resulting complexity, e.g., 
Flora of North America (FNA; Flora of North America Editorial Committee 1993-pre-
sent), which is developing a single taxonomic treatment for all bryophytes and vascular 
plants in North America north of Mexico. These are not always accepted but Tropicos 
(http://www.tropicos.org/, see the list of relevant websites in Appendix 2) shows how 
different floristic treatments have treated a particular name. Index fungorum (http://
www.indexfungorum.org/names/names.asp), and Algaebase (http://www.algaebase.
org/) are internationally respected indices to fungal and algal names, respectively. The 
US Virtual Herbarium project accepts that records in different herbaria may reflect 
multiple taxonomic concepts, a reality that can only partially be accommodated by 
alternative tables of synonyms. There are undoubtedly instances where this creates 
problems, for instance, when interpreting the distribution of a taxon that is sometimes 
interpreted narrowly, sometimes broadly, but such situations are probably less com-
mon than problems caused by misidentifications.

Table 1 shows the current status of herbarium digitization in the US from a net-
work perspective. The six existing regional networks involve about 200 herbaria, rang-

Table 1. Overview of US regional and taxonomic herbarium networks. The Southwest and Intermoun-
tain Regions share a database but have different portals. “Herbaria” indicates the number of herbaria 
currently providing information to the network; numbers in parentheses are for extra-regional herbaria. 
Records are text-based records. Geo: percentage of georeferenced records. Most data obtained from web 
sites or node managers, March 31, 2012

Network URL Taxonomic scope;
Location of source herbaria Herbaria Records

Existing networks
California herbaria 

(CA)
http://ucjeps.berkeley.edu/

consortium
Vascular plants;

California 20 (1) 1,454,000

Pacific Northwest 
Herbaria (PNW) http://www.pnwherbaria.org

US: Alaska to Oregon 
+ Idaho and Montana. 

CANADA: British 
Columbia, Yukon.

57
1,763,040 
(174,160 
images)

Southwest (SEINet) 
and Intermountain 

(IRHN)

http://swbiodiversity.org/
seinet/index.php

http://intermountainbiota.org/
portal/index.php

(Shared database; different 
portals)

US: Southern California 
east to New Mexico, north 

to Nevada, Idaho, and 
Colorado

MEXICO: Baja California, 
Sonora;

Vascular plants.

32 (2) 2,069,025
(67% Geo)

Pacific Islands 
(CPH)

http://www.herbarium.hawaii.
edu/cph/index.html

Hawai’i and the Pacific basin 
[Currently 3 of 15 herbaria 

connected]
Vascular plants.

15 60,000
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ing from small, unlisted herbaria to the largest herbaria in the country. Some herbaria 
contribute to multiple portals. The number of records available is over 7,665,000. This 
count does not differentiate between those that are fully databased, imaged, and geo-
referenced and those that have minimal information, possibly only the image of a label. 
Progress in the different aspects is hard to assess. Only the Pacific Northwest Herbaria 
(PNW) portal shows the number of specimen images available and only Symbiota 
portals show how many records have georeference data. Many georeferenced records 
do not include uncertainty estimates. The California, Pacific, and Pacific Northwest 
networks use software developed within each region; the portal for the southeastern 
US uses a mixture of software; the others use Symbiota (http://symbiota.org).

Lessons learned

•	 Commitment, energy, time, resources, and funding are the most critical 
needs of the USVH project. Of these, time is usually the most scarce re-
source, particularly in smaller herbaria in which a single individual has to 
fulfill many different functions. It can, of course, be alleviated to some extent 
by funding but digitization will require a time commitment on the part of 
the person or persons responsible for a herbarium. Funding for other re-
sources is also needed but much can be done with minimal financial support 
now that effective software and work flows have been developed, particularly 
if hardware is shared.

Network URL Taxonomic scope;
Location of source herbaria Herbaria Records

Existing networks

Northeast (CNH) http://neherbaria.org/CNH

US: north and east from 
Pennsylvania CANADA: 

Ontario eastward;
All taxa.

58 409,883

Southeast
(SERNEC) http://www.herbarium.unc.

edu/seflora/firstviewer.htm

From Eastern Texas to 
Virginia to the Atlantic and 

Gulf Coasts;
All taxa.

14 140,000

Wisconsin Flora http://www.botany.wisc.edu/
wisflora/

Wisconsin;
Vascular plants, lichens 8 370,000

Alabama Plant Atlas http://www.floraofalabama.org Alabama;
Vascular plants 9 78,000

Bryophytes http://symbiota.org/
bryophytes/index.php

North America;
Bryophytes. 10 922,047

(38% Geo)

Lichens http://symbiota.org/nalichens/
index.php

North America; Lichens. 16
(1)

627,756
(55% Geo)

Macrofungi http://mycoportal.org/portal/
index.php North America; Macrofungi 5 154,526

(13% Geo)
American Myrtaceae http://cotram.org Myrtaceae in the Americas 4 64158 (63%)
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•	 The range in size of US herbaria (from less than 1000 to over 8 million) and 
their diverse roles is matched by the diversity of their resources and goals. 
Many have little or no IT support and little or no budget; others, even some 
smaller herbaria, have strong IT support, significant endowments, and sub-
stantial volunteer support. Goals range from research on a global level to being 
a reference collection for training of seasonal employees.

•	 Curators have diverse backgrounds. Most, particularly in mid-sized to large 
herbaria, are professionally trained taxonomists with memberships in profes-
sional societies such as the Botanical Society of America and the American 
Association of Plant taxonomists. Others have backgrounds that range from 
ecology to paleobotany, with their professional associations being equally di-
verse. This presents a challenge to developing an effective information flow 
among all herbaria. Regional collaborations on multiple scales are effective in 
addressing this challenge but require a leader with time to commit to the task.

•	 There is no best approach for digitizing herbaria; there are multiple effective 
approaches. The needs and resources of large research herbaria with multiple 
type specimens and collections from many countries and multiple centuries 
differ from those of small herbaria serving a forest district or a teaching insti-
tution. In working with those in charge of herbaria, one must recognize and 
respect their differing priorities and resources. Adopting theoretically subop-
timal procedures for digitization may be the best procedure if the resources 
needed for adopting a better procedure are not available.

•	 Broadening participation requires minimizing barriers while maximizing ben-
efits. Symbiota (http://symbiota.org/tiki/tiki-index.php), open source soft-
ware available through SourceForge (http://sourceforge.net), accomplishes 
this by enabling direct data entry into the central database, providing tools for 
preparing labels, and integrating images of living organisms into checklists, 
species pages, and flash card quizzes. In August 2011, Barkworth switched the 
Intermountain Herbarium (258,000 specimens) to databasing directly into 
the regional database (SEINet/IRHN) which uses Symbiota. It was so easy to 
use that she persuaded two colleagues, Gordillo and Anderson, each of whom 
is responsible for a small herbarium (6000 and 4000 specimens, respectively), 
to employ it to bring their herbaria into the network. The financial cost for 
the two was less than $400 each, the cost of preprinted barcode labels and a 
barcode scanner. Data entry is being done by volunteers. Of equal impor-
tance, students introduced to the program and associated portal immediately 
see value in the resources provided. Once imaging equipment is available, the 
two herbaria will adopt procedures that exploit the advantages images offer 
but, in the meantime, their students are learning to record better information 
and their institutions can boast about contributing to a major resource.

•	 It does not matter whether a herbarium starts with imaging or databasing. The 
important thing is to start. Specimen records that consist only of text-based in-
formation can be used for generating checklists, georeferencing, and searching. 
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Specimen records that consist only of an image are of little value until the label 
information is databased but imaging can accelerate databasing and enable 
offsite-databasing. Establishing both of these, however, requires infrastructure 
development, both technical and human.

•	 Remote data entry and incorporation of optical character technology into the 
data entry process can speed up data entry but it requires access to images 
which, in turn, requires access to appropriate equipment. Legler (2011) has 
designed equipment that has been widely adopted because it is effective, eas-
ily transported, and does not take much space. The problem is that the initial 
cost (about $6000) is large compared to the budgets of most herbaria. Once 
purchased, it can be shared among neighboring herbaria, a process that also 
fosters the kind of social network needed to disseminate information.

•	 Integrating optical character recognition (OCR) technology into data en-
try tools will accelerate data entry for the very large number of specimens 
with clean, typewritten or computer generated labels but entries need to be 
reviewed before being accepted. Major obstacles to widespread adoption of 
OCR-assisted data capture are a) lack of imaging equipment and b) the need 
to incorporate OCR-assistance into the data entry module of the various da-
tabase systems used in herbaria, a process that is underway. For interpreting 
hand-written or unclear labels, OCR is less effective than humans.

•	 Automated georeferencing tools, such as Geolocate (http://www.museum.
tulane.edu/geolocate/) greatly accelerate georeferencing and can provide an 
estimate of uncertainty but, as with OCR data entry, the results, both for the 
locality and the uncertainty, need to be reviewed. At present, most programs 
for sharing information can only store point-radius uncertainties, not a poly-
gon. This limits their value because plant collectors often collect along a trail. 
Another potential problem is that all values are calculated based on current 
geographic information. Even with such limitations, georeferencing is valu-
able. Applied to the thousands of specimens in herbaria, it enables patterns to 
be detected even if some of the individual locations are fuzzy. Those using the 
data should be aware of the inherent problems, grateful for the amount of data 
being provided, and willing to assist in improving its quality.

•	 Batch georeferencing, in which multiple specimens with the same locality 
information are georeferenced simultaneously, greatly accelerates georefer-
encing. The acceleration is greatest if records from multiple herbaria can be 
georeferenced simultaneously. Technological impediments to effective batch 
georeferencing include the absence of a mechanism for sharing specimen re-
cords among networks and the need for tools that “repatriate” the georefer-
encing information back to the specimen records. The human impediments 
include lack of knowledge as to how to georeference specimens and/or use the 
tools available for assisting in the task, impediments that can be overcome by 
workshops and online tutorials. Another impediment is the need for effective 
management of such collaborations.
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•	 Enabling collectors to enter their collection information directly into a data-
base that can both generate labels and provide data to the databases of recipi-
ent herbaria should be given high priority. Ideally, such programs should make 
it possible to enter information whether offline or online and for multiple tax-
onomic groups because individuals frequently collect more than one kind of 
organism. If data are entered offline, it should be possible to clean them when 
the connection is restored. (see, e.g., Atrium http://www.atrium-biodiversity.
org/about.html). Label-making modules should also enable students to use the 
module while taking a class without the data being displayed so that they learn 
to record and store data in a manner that maximizes its utility.

Label generating tools will not help digitize the specimens currently in her-
baria but early adoption of database-driven label production combined with 
aggressive pursuit of funding opportunities enabled the herbaria of the Uni-
versity of Wyoming and the Missouri Botanical Garden (1.4 and 6.3 million 
specimens, respectively) to have over 50% of their collections databased by the 
time of the survey. The only other large US herbarium to have more than 50% 
of its 950,000 specimens databased is the National Fungus Collection which 
has 89% of its collections databased, a noteworthy accomplishment.

•	 Regional collaborations are the most effective method of spreading digitiza-
tion. They make it easier to share imaging equipment and develop the local-
ized resources (e.g., checklists, identification tools) that give immediate, easily 
recognized value to regional portals. They also make establishing personal rela-
tionships among data providers easier, relationships that subsequently become 
effective social networks for sharing ideas and information. Development of 
regional networks is also critical to building the long term, broadly based sup-
port required to create and sustain a truly national herbarium network, one 
that involves all herbaria.

•	 The map (Fig. 1) shows the major regional networks but there are many 
smaller digitization networks in existence, some of which were initiated with 
federal funding, others with state or private funding. They have been criti-
cal to bringing the digitization of US herbaria to its present status. These 
smaller networks generally make their records available through their own 
web site. One of the challenges facing the US Virtual Herbarium project is 
to enable such networks to share their specimen information more widely. 
Other challenges include establishing networks for all parts of the country 
and persuading herbaria with their own web site to share their records on a 
regular basis with a regional network.

•	 There is often a lag time between agreeing to establish a network and actually 
having a network that people can use. Herbaria with their own specimen data-
bases need to develop scripts for exporting their data to the network database 
and ensuring that new and modified records are exported at regular intervals. 
Constructing and testing these scripts takes time. It may also be found that 
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the existing data has to be cleaned up before being exported. Another source 
of delays can come from establishing formal memoranda of understanding. 
Delays are greatest if the herbaria are located in different countries or belong 
to a private institution. Some networks operate without formal memoranda.

•	 There is a need for the single, all-embracing network that is being established by 
iDigBio (see below). At present, herbaria with specimens from different taxo-
nomic groups need to send their data to multiple networks (there are separate 
networks for bryophytes, lichens, and macrofungi). Moreover, at present re-
gional nodes only provide access to specimens from herbaria within their re-
gion, e.g., data for specimens from the northeastern US residing in herbaria of 
the intermountain region are not currently made available to the northeastern 
network. It also means that users wishing to examine all biodiversity within a 

Figure 1. Regional networks and herbaria in the U.S.A. Network boundaries are guides; herbaria are 
free to join the network of their choice. Some herbaria contribute records to more than one network. No 
network has been established as yet for the Great Plains, Great Lakes, and Southern Rocky Mountain 
Regions. Data obtained June, 2011.
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region have to go to multiple networks to obtain the information they seek and 
each network. To maximize the value of a truly integrated network, however, its 
data must be readily accessible and easily queried not just by biodiversity infor-
matics specialists but also by the general public and educators at all levels and in 
many different disciplines because it is, ultimately, these people whose support 
will be required to sustain the network’s maintenance and development.

Interaction with iDigBio and BISON

In February 2010, an NSF-funded workshop brought together individuals with 
knowledge in different aspects of digitization to discuss how best to develop a na-
tional herbarium network. Several useful discussions and contacts resulted from the 
workshop but that fall the NSF announced its Advancing Digitization of Biological 
Collections (ADBC) Program. ADBC projects fall into two categories, creation of “a 
permanent database of digitized information from all biological collections in the U.S. 
(https://www.iDigBio.org/content/about-iDigBio)”, the iDigBio project, and The-
matic Collection Networks (TCNs) that focus on “major scientific questions” (http://
www.nsf.gov/news/news_summ.jsp?cntn_id=121015). At about the same time it was 
announced that what is now the Biological Informatics Program of the US Geological 
Service had begun development of an integrated and permanent resource for biological 
occurrence data from the United States, Biodiversity Information Serving Our Nation 
(BISON). This will integrate records for the US from the Global Biodiversity Informa-
tion Facility and those made available via iDigBio with multiple geographic environ-
mental layers, thereby enabling sophisticated and complex analyses.

These two developments forced us to rethink how the US Virtual Herbarium pro-
ject could best achieve its objectives, assuming they were still valuable, while comple-
menting the work of ADBC-funded projects. The goals of the US Virtual Herbarium 
project are similar to those of iDigBio apart from its sole focus on herbaria, but it has 
a somewhat different emphasis. For iDigBio, extending participation to all collections 
in the US, both large and small, is a third phase, while for USVH, it is the priority. A 
recent analysis of the botanical capacity of the US (Kramer et al. 2010), demonstrated 
that the country has far fewer students entering the botanical sciences than are needed 
to address the major scientific questions of today. We see developing regional net-
works, and ultimately a national herbarium network, as one mechanism for increasing 
interest among such students while building an invaluable research resource. As such, 
it is too important to delay. We recognize that, as technology develops, new standards 
will be developed and new technologies become available; that is the nature of technol-
ogy. The USVH organization can provide an effective conduit for rapidly sharing the 
benefits of such developments among all herbaria.

The BISON project should provide the access to herbarium records and tools 
for working with them that were part of the original vision for the US Virtual Her-
barium project, at least so far as the US is concerned. It is, however, dependent on 
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the quantity and quality of records made available to it. The USVH project’s primary 
focus is on helping herbaria both provide the needed records and ensure that are 
of the quality standards needed for use in environmental analyses. In doing so, the 
project will expand the number of individuals who understand the concepts involved 
and enable interested individuals to obtain data as it becomes available. Moreover, 
making information available now has resulted in the herbaria involved receiving 
feedback concerning some of their specimens, feedback that comes from knowledge-
able individuals and will, ultimately, benefit BISON.

Future directions

Much has been learned about building a herbarium data layer in the US but the ma-
jority of herbaria are still not contributing to its development. There are some her-
baria that, although digitizing their specimens, do not make the resulting resources 
available other than on their own network and some that have not started any part 
of the digitization process. In the latter cases, the problem may be that the herbarium 
forms a very small part of the responsibilities of the person in charge, or that the 
person in charge does not know how to start, or that he or she simply does not have 
the time. Personal contact is often a key step to bringing isolated herbaria into a net-
work. When making such contacts, the benefits that will accrue from membership 
in a network need to be presented in terms that are relevant to the mission of the 
herbarium concerned and the person or persons running it. These benefits should, to 
the maximum extent possible, be immediate and direct. The greatest benefit, with-
out question, is funding but software developments combined with the ability to 
share resources with and tap into the knowledge of those already in a network have 
substantially reduced the amount of funding required.

The benefits to medium-sized and smaller herbaria of participating in a regional 
herbarium include greater publicity, the ability to show how their specimens contrib-
ute to overall knowledge, and a mechanism for identifying where to focus future col-
lecting efforts, all of which help validate their worth to institutional administrators. 
It provides students at academic herbaria an opportunity to participate in a regional 
and national informatics enterprise while improving the currency of their education. 
In addition, it helps build professional relationships among individuals who, because 
of disparate interests and obligations, might not normally connect with each other. 
Other benefits depend on the resources made available at the network level. These 
need to benefit a wide range of individuals because it is by offering such benefits that 
herbaria, and collections in general, earn public support. Such tools can range from 
quizzes about plants in a grocery store, to games where participants score points for 
being able to identify plants from images.

Investment in medium-sized and smaller herbaria can have major impacts on the 
botanical sciences in the US. These herbaria, their associated curatorial staff and us-
ers often provide the experiences that steer students towards the botanical sciences. 
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This is important because a disproportionate number of graduate students come from 
such institutions. Research intensive universities, state and federal agencies, and non-
government organizations are dependent upon these “feeder institutions” to provide a 
flow of graduate students and professional botanists.

All larger herbaria are digitizing their collections, usually maintaining their own da-
tabase and web site in addition to participating in one or more networks. If, as is the case 
in several large herbaria, much of their current research and collection activity lies outside 
the US, these activities may be most appreciated outside the US but they are essential to 
attainment of the US Virtual Herbarium’s overall goal, digitization of all specimens in all 
US herbaria. Large herbaria can benefit from joining a network by becoming the “go-to” 
herbarium for web-related resources. They are also usually better positioned to attract 
funding for positions to support a regional network. In addition, contributing records to 
the region where they are located helps them demonstrate that they are “good neighbors” 
which may assist them in obtaining benefits from the jurisdiction in which they lie.

An area that still needs improvement is building the bridges needed for sharing ide-
as, information, and concepts between those directly responsible for herbaria and those 
with specialized knowledge in areas relating to digitization and use of the flood of infor-
mation it is providing. There are many such areas: biodiversity informatics, information 
technology, computer science, geography, and education. Working with specialists in 
these areas will develop a richness and synergy that benefits all involved. The US Vir-
tual Herbarium project can help extend the benefits of such interactions throughout 
the herbarium community. Among these benefits are increased efficiency in herbarium 
management which will, ultimately, free up the time of those involved for research and 
educational activities. Developing these interactions requires that all involved respect 
each other’s different backgrounds, obligations, interests, and knowledge.

What of the immediate future? There are several steps that the USVH project plans 
to take. Regional consortia or networks are extremely beneficial in helping move multiple 
herbaria forward, but some parts of the country have, as yet, no effective network. One of 
our immediate targets is to facilitate linking all herbaria to a regional network. This can be 
accomplished either by expanding the region covered by an existing network, possibly with 
separate portals for subregions (e.g., SEINet and IRHN), or by creating new networks. 
Both scenarios will require acquisition of additional server space and support personnel.

Georeferencing vastly increases the value of collection records and enables searches 
across space which may be more relevant to some research questions than searches 
across taxa (Johnson et al. 2011). It is an aspect that greatly benefits from collabora-
tion but also helps build the social infrastructure needed for effective collaboration 
(Constable et al. 2010). US herbaria have not, as yet, implemented collaborative geo-
referencing although some herbaria have georeferenced a substantial portion of their 
specimens. In many instances, however, this may mean only that there is a latitude 
and longitude associated with the record. Such limited data make it possible to obtain 
a picture of the overall distribution of a taxon but do not satisfy the needs of those 
engaged in environmental analyses (Chapman and Wirczorek 2006).
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Data cleaning is another aspect that has, as yet, received surprisingly little at-
tention from herbarium networks. The primary reason may be that the focus is 
on obtaining records and engaging herbaria, but there are now enough records in 
each network that building mechanisms for routinely identifying problems is highly 
desirable. These should be run at the herbarium level with cleaning at the regional 
level being a second line of defense. The need is for tools that check that georefer-
ence and elevation data are at least consistent with the lowest political unit used 
(usually county for the US, often state for other countries). The scientific name used 
must also be checked for accuracy because some herbaria may have recorded data 
in databases (or spreadsheets) without verifying that the names entered were valid. 
Another check, one that is probably best combined with georeferencing, is for the 
spelling of place names. Some will be found to be phonetic renditions (Chian for 
Cheyenne); others are merely misspellings.

Crowd-sourcing of data capture is already being explored in the US and elsewhere. 
What is not clear yet is how many volunteers can be found to take a short, online train-
ing session and then enter data for herbarium specimens online nor whether it is best to 
focus on identifying and capturing critical data, leaving capture of the remaining data 
to a later stage, or whether to try and capture all data at once. As with so many other 
decisions, there are pros and cons to both approaches. It is important, however, that 
we are transparent in reporting our accomplishments. Capturing a few fields from a 
million labels is not the same as capturing all label information from a million records.

Taxpayer funds, whether federal, state, or local, will not cover the cost of digitiz-
ing herbaria and maintaining herbarium networks. We must aggressively pursue other 
funding opportunities, including some that most of us involved with herbaria do not 
normally approach, such as wealthy individuals with an interest in the environment 
and stores that sell equipment and clothing to people who enjoy hiking. “We” in this 
case involves all in charge of herbaria but the approach each person takes has to reflect 
their abilities and interests and as well of those of the herbarium for which they are re-
sponsible. It should also complement their other responsibilities (and conform to their 
institution’s guidelines). The US Virtual Herbarium project can help by disseminat-
ing information about successful approaches, developing templates, and seeking funds 
that will benefit multiple herbaria or networks.

Requests for financial support are more likely to be well received if it can be demon-
strated that they will result in a product that benefits many user groups. To encourage 
use of the information available through existing herbarium networks, we need to work 
with K-12 educators to develop units that make use of network associated information 
while meeting state and national science standards. We must also work with state native 
plant societies, recognizing their value and asking their assistance in promoting use of 
our networks and their further development. We also need to make sure that govern-
ment employees are aware of the information being made available, emphasizing its 
value in their work and to their constituents. And in all these interactions, we must not 
forget to ask what would make the resources we are developing more useful.
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In addition to seeking funding from new sources, all those involved in herbaria 
must keep looking at work flows to see if they can be made more efficient. Some-
times simple changes, such as using preprinted barcodes to put a catalog number on a 
specimen rather than using a stamping machine, can save considerable time, time that 
can used for other purposes. Another possible change is to enable and expect those 
who borrow specimens to enter their information into the owner’s database or into 
a regional database from which the owning herbarium could import the records and 
images. Since almost anyone borrowing specimens nowadays enters information from 
them into a database, this would require little additional work for the borrower but 
would greatly aid the loaning institution.

Sustaining the networks also requires maintaining the integrity of the data over 
time. The costs of doing so are non-trivial because, as Rosenthal (2011) pointed out, 
“digital data do not tolerate benign neglect”. The specimens themselves are much more 
resilient in this regard. Moreover, each herbarium, even those that enter data directly 
into a network database, should maintain a copy of their data. This has the added ad-
vantage of ensuring that there are two copies in different locations. Another approach 
would be for neighboring regions to mirror each other’s resources. This would increase 
the server space required by individual regions but in a manner that would be mutually 
beneficial. Eventually this task will, presumably, fall to iDigBio and BISON but, for 
now, herbaria and herbarium networks must adopt alternative approaches.

Conclusions

The number and distribution of herbaria in the US, together with the number of 
specimens they house, make them a prime resource for research in many different 
disciplines. Providing access to their information will enable sophisticated analyses 
at levels of scale, scope and accuracy that are unparalleled in the life sciences. It can 
also be used to introduce and encourage a fascination with plants, fungi, and algae by 
students at all levels in ways that incorporate inquiry. Digitizing herbaria will also en-
able those who work in herbaria more opportunities to study the organisms they love, 
and their interactions, by increasing the ease with which diverse user groups can access 
herbarium-based information without assistance from herbarium personnel.

The impediments to achieving the goal of the US Virtual Herbarium project, digi-
tizing all specimens in all US herbaria, are resource-based, but they can be offset by 
focusing on the human factor. The project is dedicated to unlocking the vast resource 
represented by herbarium specimens by assisting in development of the human and 
knowledge infrastructure needed. It is accomplishing this task by linking people, ideas 
and tools into an integrated whole. Much of this involves extending the tools, knowl-
edge, and resources developed by funded projects to more herbaria by establishing 
connections among people with the varied skills and interests needed, thereby building 
an integrated community of people working towards a common goal.
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Note added in proof: Results of the 2012 herbarium survey are being posted to 
http://herbarium.usu.edu/SurveyResults.html. It included a question about georefer-
encing and asked for more details on network connections (see Appendix 3).
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Appendix 1

Survey of Digitization in US Herbaria – 2011

This shows the questions asked. It is not the original form; that had a lot more blank 
space. The survey was kept short out of respect for the respondent’s time.

Measuring Digitization Progress

Herbarium Code: ________________________________________________
Specimen total (estimate): _________________________________________
Number of specimens databased: ___________________________________
Number of specimens imaged:______________________________________
URL for searching database: _______________________________________
URL of regional node through which data are available: __________________
Other nodes through which your specimen data are available: _______________

Basic information

Herbarium Name:________________________________________________
Department:____________________________________________________
Address 1: _____________________________________________________
Address 2: _____________________________________________________
City: ________________________ Zip Code: ________________________
Phone: ________________________________________________________
PO Box:_________________________ Mail Stop:______________________
Lat.:_________________________ Lon.:_____________________________
Name of contact person: ___________________________________________
Email of contact person:___________________________________________
Taxonomic focus:________________________________________________
Geographic focus:________________________________________________
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Appendix 2

Web Sites

This is a listing of all web sites mentioned in the text and a brief synopsis of their sig-
nificance to the paper.

Alabama Plant Atlas: Provides information about plants in Alabama, including infor-
mation derived from several herbarium databases. http://www.floraofalabama.org

Algaebase: AlgaeBase is a database of information on algae that includes terrestrial, 
marine and freshwater organisms. http://www.algaebase.org

Apiary: Program for enabling capture of collection data in the field. http://www.api-
aryproject.org

Atrium: Technology data for managing diverse biodiversity data. http://www.brit.org/
explore/bioit

Consortium of California Herbaria: State herbarium network. http://ucjeps.berkeley.
edu/consortium

Consortium of North American Bryophyte Herbaria: Taxonomically focused herbari-
um network. http://symbiota.org/bryophytes/index.php

Consortium of North American Lichen Herbaria. Taxonomically focused herbarium 
network. http://symbiota.org/nalichens/index.php

Consortium of Pacific Northwest Herbaria: Regionally focused herbarium network. 
http://www.pnwherbaria.org

Cooperative Taxonomic resource for American Myrtaceae: Taxonomically focused 
herbarium network.http://cotram.org/collections/index.php

Index fungorum: Synonymized list of fungal names. http://www.indexfungorum.org/
names/names.asp

Institute for Museum and Library Services (IMLS): US federal agency that has funded 
some of the work described. http://www.imls.gov

Intermountain Region Herbarium Network: Regionally focused herbarium network. 
Shares database with SEINet. http://intermountainbiota.org/portal/index.php

International Plant Names Index (IPNI): List of plant names and an indication of wheth-
er or not they are valid. Only shows nomenclatural synonyms. http://www.ipni.org

Mycoportal: Taxonomically focused herbarium network. http://mycoportal.org/por-
tal/index.php

 National Information Management and Support System (NIMSS): Information sys-
tems that serves the Agricultural Experiment Stations and the Extension Service in 
each state. http://nimss.umd.edu

National Science Foundation (NSF): US federal agency that has funded much of the 
work described. http://www.nsf.gov

SERNEC: Regional network for strengthening communication and promoting data 
sharing among herbaria, now also serving as a regional herbarium network. http://
www.sernec.org
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SourceForge: Web site that provides access to open source software. http://source-
forge.net

Southwestern Environmental Information Network (SEINet): Regionally focused 
herbarium network. Herbaria in the Intermountain Region share data with this 
network. http://swbiodiversity.org/seinet/index.php

Symbiota: Open source software for promoting collaboration and data sharing among 
herbaria. http://symbiota.org/tiki/tiki-index.php

Tropicos: Nomenclatural resource for bryophytes and vascular plants that shows how a 
name has been treated in different publications. Also the specimen database of the 
Missouri Botanical Garden. http://www.tropicos.org

US Virtual Herbarium (USVH): Project for promoting digitization in US Herbaria. 
This web site is not being maintained because of funding decisions by the US 
government. Arrangements are being made to move it, or something similar, to 
another site. http://usvirtualherbarium.org

Utah State University Herbarium: Provides access to the results of the 2012 herbarium 
survey. http://herbarium.usu.edu

WisFlora: Provides information about plants in Wisconsin, including information 
derived from several herbarium databases. http://www.botany.wisc.edu/wisflora.

Appendix 3

US Herbarium Survey 2012

Presented below are the questions asked on the 2012 survey. To save space, only the 
questions asked about digitization are shown. For more information, see http://her-
barium.usu.edu/SurveyResults.html

About how many specimens are there in your herbarium? Please provide a single 
number, not separate estimates for different kinds of specimens.

Databasing: Some herbaria are entering data for a few fields when imaging, then 
completing data entry later. For that reason, there are two questions concerning 
databasing.

How many specimens in your collection have been at least partially databased?
How many specimens have been fully databased (you may answer unknown)?
Imaging. The questions below distinguish between imaging specimens (biological 

material) and imaging labels. If you do not distinguish between the two, put an asterisk 
by the answer for specimens.

How many of your specimens have been imaged? 	
How many of your labels have been imaged?	
Georeferencing. How many of your specimens have latitude and longitude 

information?
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Access

The next questions ask about the web site(s) through which your specimen informa-
tion is available. If your database cannot be searched via a web site, you have finished 
the survey. Thank you for taking the time to complete it. If you wish to make a com-
ment or suggestion, please use the space the end. Hand written comments are welcome

If your records are searchable via an institutional web site, what is its URL?
If your records are searchable via one or more regional websites, what are their 

URLs?
If your records are searchable via one or more taxonomically focused web sites, 

what are their URLs?
If you provide searchable access to your records through a regional web site that lies 

primarily outside the US, please indicate the focus of the site(s) and its(their) URL(s).
YOUR Comments:
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Abstract
Digitarium is a joint initiative of the Finnish Museum of Natural History and the University of Eastern 
Finland. It was established in 2010 as a dedicated shop for the large-scale digitisation of natural history 
collections. Digitarium offers service packages based on the digitisation process, including tagging, imag-
ing, data entry, georeferencing, filtering, and validation. During the process, all specimens are imaged, and 
distance workers take care of the data entry from the images. The customer receives the data in Darwin 
Core Archive format, as well as images of the specimens and their labels. Digitarium also offers the option 
of publishing images through Morphbank, sharing data through GBIF, and archiving data for long-term 
storage. Service packages can also be designed on demand to respond to the specific needs of the customer. 
The paper also discusses logistics, costs, and intellectual property rights (IPR) issues related to the work 
that Digitarium undertakes.

Keywords
Digitisation, imaging, natural history collections, service packages, out-sourcing, mass-digitisation, auto-
mation, logistics, costs, IPR

Introduction

In Finland, the 6 largest public natural history museums contain an estimated 22 
million specimens, of which 12% have been digitally catalogued (i.e., minimally dig-
itised). In addition, private collections contain up to 8 million specimens. It has been 
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estimated (Pelkonen et al. 2009) that unless digitisation productivity is dramatically 
increased, it will take about 1,000 person years of effort to digitise these collections. 
Thus, in 2010, Digitarium, the Digitisation Centre of the Finnish Museum of Natural 
History and the University of Eastern Finland, was established in Joensuu, Finland. 
Digitarium aims to speed up the digitisation process through an efficient production 
line and knowledge management of expertise on digitisation. The main idea is to se-
lectively outsource mass digitisation from major museums into a dedicated service 
centre that works in close cooperation with museum customers. In most cases this also 
includes return transportation of the material to the service centre.

Special features of the production process at Digitarium are imaging of all material, 
XML-based data management, and a distributed workflow that can employ distance 
workers. Automation of imaging will produce large quantities of material ready for data 
entry. In addition to offering the employees working on data entry the option of work-
ing from home or from a library, remote access also provides an opportunity for crowd 
sourcing (Howe 2006,  Flemons 2011, Flemons and Berents 2012). Crowd sourcing 
also functions as a means of promoting free and open access to national collections.

This document briefly outlines the process of digitisation as it is being im-
plemented at Digitarium. In addition, the paper describes the approach used to 
develop service packages for customers, which are formed by connecting the steps 
of the digitisation process in a way that the customer requires. Finally this paper 
visits the issues of logistics, costs, and intellectual property rights (IPR), which are 
important in an outsourced operation.

Process steps

The steps of the digitisation workflow process are illustrated in the functional model 
shown in Fig 1. The steps from Receiving to Imaging require some handling of the 
physical samples, whereas steps from Data Entry onwards can be distributed through 
the internet to the best available agent. All steps of the workflow process can be ex-
ecuted asynchronously, although their logical order is somewhat fixed. The process is 
described in more detail in Lehtonen et al. (2011).

The process and workflow described below is driven by a dedicated software work-
bench (Fig. 2). This tool has been written by Digitarium in Java, and it runs on Win-
dows. The workbench manages all data in the form of XML documents, and drives the 
digital cameras for imaging. It can also be used for distance work, and through SSH it can 
remotely retrieve and write the XML documents pertinent to each step in the workflow. 
The produced XML data conforms by the Darwin Core and Dublin Core standards.

The metadata describing datasets (i.e., groups of Darwin Core XML documents, 
as well as orders by customers) are stored in XML files using the Ecological Metadata 
Language EML (Fegraus et al. 2005), which is a standard for describing datasets in the 
biodiversity science community.
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Figure 1. Functional model of the digitisation process. The steps pictured in red require handling of the 
physical specimens.

Receiving

Digitarium does not manage collections of its own, but is a shop for digitising materials 
for “customers” — that is, from museums and other institutions located elsewhere. The 
customer institute selects material for digitisation based on their own prioritisation. 
The received material and the procedures used for digitising are described in EML.

Tagging

Each sample is tagged with a label containing globally unique identifier in the form 
of an HTTP URI and a two-dimensional barcode (see Fig. 3 for an example). The 
URI can be resolvable if it is made to point to the collection database management 
system of the customer.
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Imaging

The two main types of specimens that are digitised at Digitarium are plant speci-
mens and insect specimens. A plant sheet is imaged in two pieces (see Fig. 3) with 
a high-end digital camera (i.e., a Nikon D3x, 24 megapixels). This way, a relatively 
high-quality resolution of 450 dpi over the entire sheet can be achieved at a rela-
tively low cost. The two pieces are later joined using a panorama image stitching ap-
plication based on our own algorithm, which is tuned for this kind of images. In the 
case of insect samples, the specimen and the labels are imaged separately with a 12 
megapixel camera (i.e., a Nikon D3s using a Nikon AF-S MICRO NIKKOR 105 
mm 1:2.8 objective and extension rings for the smallest objects). As the cameras are 
calibrated daily, no colour swatch has been included in the images. Our digitisation 
workbench drives all steps of image capture and annotation and all details of the 
imaging event and results are automatically stored in an XML document.

Delivery and optional specimen repository

After successful imaging, the specimens are returned to their institutions. Speci-
mens can also be stored at Digitarium’s repository for either short or long periods 
of time. This is an option for collections that are not under active study, and for 
excess specimens.

Figure 2. Selected windows of the digitisation workbench.
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Figure 3. Image of a plant sheet stitched together from two parts – their boundary is barely noticeable 
in the middle of this sample. Notice the two-dimensional barcode, and a resolvable unique URI of the 
specimen details.

Data entry

The data from the specimen labels is entered manually from the images using our digitisa-
tion workbench and the vocabulary of the Darwin Core data exchange standard. In this 
step, we need to separate the “true and honest” reproduction of what has been written 
on the labels with the subsequent interpretation of that information. Any misspellings, 
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abbreviations, etc., are written in the “verbatim” fields of the latest Darwin Core standard 
vocabulary to preserve the original data. This has been somewhat problematic, as Darwin 
Core has not had verbatim fields available for all possible label data such as collector name, 
taxonomic identification, record number, label colours, etc. Thus, separating reproduction 
from interpretation is not yet fully supported. This led us to propose a new term, “ver-
batimLabel,” for Darwin Core, although we have not yet implemented this new feature.

Georeferencing

Geographic coordinates are often not available from specimen labels. Our software 
workbench contains a function to retrieve them automatically using the web services 
of GeoLocate (2005). We only use the estimated latitude, longitude, and coordinate 
uncertainty in meters for point localities. When grid coordinates from the old Finn-
ish national system (called “YKJ”) are available, they are automatically converted into 
WGS-84 geographic coordinates using the point-radius method; this conversion can 
be well documented in Darwin Core.

Georeferencing is an optional step. It can be done by Digitarium simultaneously 
with data entry or verification, but it can also be left for the customer or remote expert 
to complete, if so agreed.

Filtering

Before publishing the data and images, the filtering of certain details such as coordi-
nates of localities of endangered species may be necessary. For textual and numeric 
data, this can be done automatically based on the entered species names stored in 
the metadata of the dataset. Two versions of the XML file are retained: filtered and 
unfiltered. These details need to be masked manually from the image. Optionally, the 
customer may want to perform this step.

Validation

A final check of the data entry, georeferencing, and filtering is made by an experienced 
staff member. However, as the customer often wants to validate the digitisation result, 
all validation can be left to the customer.

Delivery of data

The data is delivered to the customer in the Darwin Core Archive (DwC-A) for-
mat (Wieczorek et al. 2012), which has been endorsed by Biodiversity Informatics 
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Standards (TDWG) (2009). Other delivery formats are available depending on the 
requirements of the customer. Furthermore, as the customer usually wants to have 
checkpoints for the work, intermediate data deliveries are often made. Delivery of 
the digital images has not yet taken place, as so far the customers have preferred 
Digitarium to host them.

Publishing

The collection data from the latest XML document version, as well as the images, are 
imported to Digitarium’s Morphbank database service and Digitarium’s GBIF IPT 
service. From there they are published, as agreed with the customer; if publication has 
not been agreed upon, the data and images remain private, and are available only to the 
customer and for Digitarium’s internal use.

The Morphbank service, a part of the global and Nordic collaboration, is available 
at http://morphbank.digitarium.fi/. Morphbank is an image database tool designed 
particularly for natural history specimens and annotations made to them (Morphbank 
2011). Morphbank provides permanent publication: after the preset publishing date 
has passed, the objects cannot, even in principle, be removed from the service. All 
Morphbank objects have stable short URIs that can be reused elsewhere.

The GBIF (2011) Integrated Publishing Toolkit (IPT) is a service for hosting bio-
diversity data that is intended to be shared globally. Its purposes at Digitarium are to 
produce the EML and DwC-A for all the datasets, and when agreed with the customer, 
to publish collection and specimen-level data thus promoting Digitarium’s services. 
The IPT hosting service has also been required by several smaller museums and collec-
tions that do not have the infrastructure to connect with GBIF directly.

Archiving

All the XML documents and images will be retained indefinitely, first on Digitarium’s 
Metacat (NCEAS 2012) service and eventually with the long-term archival service of the 
National Digital Library (2010). These archive functions are still under development.

Packaging of the services

The services described here are designed in cooperation with the customers to be flex-
ible and meet the unique requirements of different clients.

Prior to each digitisation job, a formal agreement is made in terms of the details of 
the digitisation process, costs, and time frames. When negotiating the agreement, cus-
tomers are informed of the option of customising the digitising services at Digitarium. 
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In the most basic case, the workflow will include steps from Receiving to Imaging. 
Data Entry will only include the actual information from the labels attached to the 
specimen, and basic interpretation that aids in later data discovery such as taxonomic 
group and country. Georeferencing, data filtering, and publishing may be left out, as 
the customer may want to perform these steps. However, the quality of the images and 
the technical correctness of the data entry will be verified.

In a more complete service package, descriptive data entry with full interpretation 
of taxonomic and locality details, georeferencing, and verification of the data will be 
included. Misspellings and unclear text will be retained in the “verbatim” field of Dar-
win Core, though. Dates and timings will be written following the ISO 8601:2004(E) 
standard. Country codes, institutional codes, and collection codes will be included.

In an “all-included” service package, all the steps shown in Fig. 1, as well as ad-
ditional filtering, publishing, and archiving services, are included in the service. This is 
the most suitable method for the digitisation of an entire collection. The customer still 
has the opportunity to follow the process, sign off on the quality of products, and give 
scientific guidance. Entirely customised service packages can also be designed when 
needed so that resources and funding can be used to most directly answer the needs of 
a particular customer.

It is expected that, in the future, customers would want to monitor the progress of 
their digitisation jobs. For this purpose, a tracking and metadata system for the plan-
ning and scheduling of digitisation work is being prepared.

Customers are also able to participate in data entry first hand. In order to facilitate 
such collaboration, training on the Digitarium process can be included in the service. 
The aim is to produce repeatable and quality data, regardless of where the actual data 
entry takes place.

Finally, if a customer wants to operate these services entirely in-house, Digitarium 
can offer a turn-key package that includes the equipment needed to run the imaging 
and data entry processes. In this way, the customer may process the most delicate 
specimen samples in the safety of their own institution, while following the standards 
brought into use at Digitarium.

Logistics, costs, and intellectual property rights

Because the Digitarium service centre is located away from where the collections are 
housed, a few special issues must be taken into consideration. Quite rightly, transpor-
tation of the materials to the service centre is of major concern for the custodians of 
the collections. Not all materials can be considered for transportation (such as those 
stored in liquids). Materials that can be considered for transport must be carefully 
packed to ensure that they cannot move during transport. For botanical sheets this can 
be achieved, but requires some work. Insect collections are easier to package and trans-
port; perhaps that is why most demands for Digitarium services have come from ento-
mology collections. In a typical case, Digitarium retrieves an endowed entomological 
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collection, dismantles and processes it, and then delivers it to the customer institution, 
neatly re-packed and ordered in small units.

Receiving material also requires the extermination of possible pests that could be 
damaging the collection. Therefore, upon arrival, all received material is deep-frozen in 
a room that is in a separate building.

Processing of the material at the service centre does not necessarily take a long 
time, which reduces inconvenience for the customer in terms of being separated from 
their collection. Tagging and Imaging can in principle be done quickly, while the data 
entry steps can proceed at a more flexible rate (cf. Fig 1). Overall, a two- to four-week 
turnaround time is conceivable based on the experience of digitisation centres operating 
in the cultural history domain. The volume that can be processed in such time is quite 
variable, though, depending on type of material, and how much automation is possible.

Moving of material between organisations also requires agreement on intellectual 
property rights. The agreement that is made of each digitisation job transfers the copy-
right to the customer when the customer has accepted the final delivery. Digitarium 
retains a parallel right to use the content within its own internal operations, but not 

Figure 4. Conceptual design for automated imaging of entomological collections, which is currently 
being implemented at Digitarium.
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for delivery to other parties. This way, it can be ensured that no duplicate copies of the 
same data start circulating in global portals. In the case of images hosted by Digitarium 
on behalf of the customer, a rather restrictive variety of the Creative Commons license, 
BY-ND, is currently being applied.

For the costs of the services, only preliminary figures are available, as the process 
is still being formed and tested in many areas. So far, about 40,000 images have been 
made and 10,000 samples have been fully processed. Two-thirds of these samples have 
been entomological, and one-third botanical. On average, a staff member has been 
able to produce about 40 images or data entries per day. The cost of digitisation is 
currently 3.99 € per image and 5.61 € for data entry of a specimen, which makes a 
total of 9.60 € for a fully processed sample. These costs do not include development, 
administration, equipment, housing, etc. We expect the costs to reduce rapidly as the 
process becomes increasingly streamlined and automated.

What has been described above is still essentially a manual process. However, the 
separation of the different steps of the workflow offers a strong possibility for automa-
tion. In fact, Digitarium is in the process of building a conveyor belt system that moves 
the samples for automatic imaging (Fig. 4). We expect the costs of imaging to dramati-
cally decrease when this system is in operation.

Conclusion

Digitarium aims to accelerate the digitisation of natural history collections, both in 
Finland and around the world. In order to achieve industrial-scale efficiency, we are 
considering the aspects of quality control, economies of scale, automation of processes, 
cost of labour, community resources, and workflow (cf. Speers 2009).

Progress in all these areas is being made, but a full solution has not yet been deliv-
ered. In particular, the automation of imaging and related logistics is still being crafted. 
The fact that all material is being imaged makes it possible to distribute data entry 
and subsequent steps in the process to off-site workers and to rely on crowd-sourcing 
for Data Entry. In these ways, processing costs can be reduced and access to remote 
experts can be gained for purposes such as handwriting recognition, languages, and 
species identification. On the other hand, digitisation technicians at Digitarium are 
trained to produce repeatable and qualified data from all sorts of collection material.

By offering the service packages described here, Digitarium can ensure that the 
wishes and needs of its customers can be met. Quality assurance not only covers the 
images and data, but also extends to our descriptions of the process and products. In 
this way, customers may choose the extent of the processing they require for a particu-
lar specimen or collection based on their own prioritisation.

The Digitarium service centre is located in Joensuu, a peripheral area of Europe, 
where dedicated funding sources such as the European Social Fund and the European 
Regional Development Fund have been available to boost the economy and build 
infrastructure. These funding sources are available particularly to new member coun-
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tries of the EU, and offer a good opportunity for building research infrastructures 
such as digitisation services.

We believe that the outsourcing of digitisation to dedicated service centres with 
decentralised processes and well-defined service packages designed in cooperation with 
customers can speed the digitisation process up from the current manual practices to 
industrial-level efficiency (GBIF 2008, Speers 2009, Berendsohn et al. 2010).
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Abstract
By the end of 2009 the Dutch Government awarded the establishment of NCB Naturalis with €30M 
funding. The amount is invested in three programs: Scientific Infrastructure for DNA Barcoding, Integra-
tion and Relocation of collections and Collection Digitisation. In this article we describe the highlights 
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Introduction

Naturalis Biodiversity Center, the Netherlands Center for Biodiversity, was launched 
on 28 January 2010. The center is the result of the cooperation between Amsterdam 
University (Amsterdam Zoological Museum), Leiden University and Wageningen 
University and Research Centre (National Herbarium Netherlands) and the Nation-
al Natural History Museum Naturalis in Leiden. The partners’ collections are being 
brought together at Naturalis BC and will be integrated into a collection totalling 
over 37 million objects. In terms of collection size, Naturalis BC is one of the top five 
natural history museums in the world.

By the end of 2009 the Dutch Government awarded the establishment of (at 
that time) NCB Naturalis with €30M funding from the National Gas and oil prof-
its (FES=funding economical structure (empowerment). This fund is responsible for 
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many investments in the Cultural Heritage Sector. The amount is invested in three 
programs: Scientific Infrastructure for DNA Barcoding, Integration and Relocation of 
collections and Collection Digitisation. In this article we only describe the highlights 
of the Digitisation Programme.

Digitisation program at Naturalis Biodiversity Center

In 2010 the preparations began to develop an overall program for the mass digitisation 
of the collections. The program organisation had to meet 2 main goals:

–	 digitise at least 7M objects of the total of 37M specimen/objects;
–	 develop a permanent digitisation infrastructure (to ensure the remaining 

objects can be processed in the near future).

The structure by which the digitisation has been developed at Naturalis is dif-
ferent from the classical approach. In the current economic crisis the challenge is to 
do more with less money. Therefore the solutions must contain new and innovative 
perspectives on digitisation.

When Naturalis applied for funds, the average cost of digitisation was estimated 
(by experience of the past) to be approximately € 5 per object. The Dutch government 
granted € 13 M to digitize approximately 7 million objects (average € 1.86 per object).

Therefore the following decisions had to be made:

•	 to digitise a large number of objects through an industrial approach.
•	 To collect only basic metadata associated with an object, which later can 

be amended.

The Prince 2 methodology is used and the projects timeframe was first set to Q4 – 
2013, which was later extended to June 2015. Project governance is carried out by the 
Steering Committee, overseeing scientific quality of the project. The board of direc-
tors of Naturalis BC is represented in the steering committee. Program manager, pro-
ject managers and project leaders are responsible for everyday work, from the project 
set up to hiring staff, from housing to planning of collections to operations control, 
from budgeting to decision preparation and execution. The entire program consists of 
around 80 people. Several partner institutions (Paris, London, Finland, Berlin) were 
visited to define best practices. A series of pilot projects were conducted before com-
mencing large-scale digitisation projects and selecting outsourcing partners.

Several stages of the Programme implementation can be distinguished:

•	 Testing and selecting technologies
•	 Developing tools: Basic Registration Database and Central Registration System
•	 Conducting Pilot Projects
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•	 Selection and Prioritization of collections for digitisation
•	 Choosing outsource vendors and suppliers
•	 Execution of projects

Approach

A tier-based approach has been developed for digitisation of the Naturalis collection 
(Fig. 1)

•	 ~2,000,000 specimens are to be digitised in-house with detailed metadata ex-
tracted (“Digistreets”)

•	 ~5,000,000 specimens will be digitised with basic metadata acquisition 
through outsourced vendors

•	 For the rest of the collection (~30,000,000 specimens) a high-level inventory 
will be created.

Figure 1. Structure of the digitization programme at Naturalis Biodiversity Center.

Prioritisation

When selecting parts of the collection for in-house detailed digitisation the most im-
portant factor was prioritisation by scientific or outreach value of the outcome (see 
below). Therefore, collections related to particular research or curatorial activities were 
identified. Value-for-money was a decisive criterion for outsourcing digitisation. Only 
collections for which industrial-scale digitisation technologies exist, which can be rela-
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tively safely moved to another site, and where such service is provided for reasonable 
price, were selected. The most obvious example of such collections is herbaria. For col-
lections, which are not extensively used at the present, or for which mass digitisation 
technologies are not yet available, or too expensive, high-level inventory will be built, 
describing content of every drawer or lot as detailed as practical.

One of the key strengths of the digistreets is that they must be demand driven and 
therefore collection independent. The Programme has developed a framework of pri-
ority setting and decision making in accordance with the institution’s priorities (Fig. 
2). The most treated, most important collections are key for the priority selection. This 
is a radical change of policy where in the past every scientist, taxonomist or biodiversity 
researcher had a personal history of raising funds and persuading decision makers into 
why their project should be prioritised. Transparency of procedure and objectified 
criteria of selection help to identify priority collections. Some of the indicators are:

•	 collaborative biodiversity projects
•	 European-funded and co-funded projects
•	 economic importance of the group
•	 relevance for citizen scientists and lay public
•	 collection conservation status

Prioritisation of projects is a multi-step process and includes (1) prerequisites: criteria 
mandatory for all projects, to reject unacceptable projects; (2) soft criteria: professional 
opinion of panel members, to create a long list of candidate projects; and (3) hard criteria: 
point-base factual criteria, to weigh projects and to arrange them in order of preference.

Figure 2. Life cycle of Digistreets: stages of planning and executing of progect.



‘From Pilot to production’: Large Scale Digitisation project at Naturalis Biodiversity Center 91

Pilots

Every digistreet is developed and derived from a pilot phase. The pilot can be defined 
as a proof of concept of a particular project or technology. A set of success criteria is 
devised and agreed upon start of every pilot. A time frame between the 3 to 6 months 
is needed to sharpen the requirements, the workflow, object handling and to test the 
technology. The Mollusc and the Entomology digistreet were the first two industrial-
ised production projects developed. The Mollusc digistreet can be visited at the Live 
Science Hall at the museum. An application for iPads was developed so the visitors 
can be involved in transcription of scanned label information. Within 9 months 17K 
labels were transcribed by the members of public and checked by our taxonomists. 
Approximately 8K label transcriptions were useful. The data will be imported in the 
system. The App is enhanced and web enabled and now available for the visitors at the 
NCB website. The idea is that in the near future every digistreet will have an App to 
engage the community. After the pilot phase an evaluation report is constructed for 
the steering committee which made a decision on viability of a larger project. Most 
of the pilots were transferred into digistreets. A few pilots have not been developed to 
full-scale projects because the technology or process didn’t meet the quality standards 
or requirements. An example was the 3D digitization of Bird’s specimen. The quality 
of the images and the 3d viewing technologies were not mature enough.

Digistreets

‘Digistreets’ are production lines for digitisation of objects that have a lot in common 
from the point of view of registration, handling, and safety regulations.

Based on the overall collection characteristics nine digistreets were defined and 
developed:

•	 Wood samples
•	 Entomology collections
•	 Herbarium sheets
•	 Mollusc collections
•	 Dry mounted Vertebrates/Invertebrates;
•	 Alcohol/formaldehyde samples
•	 Microscopic slides;
•	 2-D material (drawings, rare books, photographs, paintings, archives, micro-

fiches etc.);
•	 Geological and paleontological collections

Each digistreet is managed as a separate project; it has a specific location, set of 
tools and equipment, and a more or less tailored version of the Central Registration 
System. Fixed targets (scope, time, quality) and a fixed budget are set for each di-
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gistreet; and staff are provided for the duration of the project. Every digistreet staff 
member is fully aware of what they are supposed to process in what time at what cost 
and quality. An exception is the herbarium which combines the shipment of all the 
duplicate sheets at Wageningen and the development of two separate production lines: 
an outsourcing street in Leiden and a digistreet in Wageningen. The experience of the 
digistreets guidelines and requirements are being applied for the outsourcing part.

The acceptance of the goals of the digitisation project by the organisation is the 
key to successful projects. A collection manager is needed to instruct and manage 
the “streetworkers”. Registrators (data entry), taxonomists and teamleaders are man-
aged by the digistreets’ projectleader. A process owner (institutionalised job role) is 
the leading decision maker on collections policies and priorities. He or she can oversee 
the individual collection requirements or the demands from the sections Collection 
Management, Research or Outreach. The process owner is also ultimately responsible 
for the safety of the staff/people or the collection objects.

Results

From the start of the programme (August 2010) until July 2012 approximately 
1,000,000 objects have been internally digitised by a temporary staff of 80 people 
employed in digistreets. The outsourcing project, digital image bank and content man-
agement system are in a tendering phase and will be implemented in Q3/Q4 2012. 
Average costs per digitized object is provided in Table 1.

Table 1.

Cost of digistreets, per object € 2.50
Cost of outsourcing, per object € 0.90
Cost of infrastructure and equipment, per object € 0.30
Overhead (project management etc), per object € 0.20
Average cost per digitized object, entire programme € 1.86

Conclusions

•	 Mass digitisation of natural history objects is proven to be possible at reason-
able costs;

•	 Industrial methods and concepts are a help—not a threat—to collection man-
agement and large scale object digitisation;

•	 By digitising the collection it is ensured that the data is available online, com-
parable and validated independently from location and time;

•	 Through the digitisation process new relations and associations can be made 
between taxonomies, object transcriptions, meta data, context and images;

•	 Data is provided using the taxonomic worldwide standards (GBIF, Darwin-
core) and can be accumulated, amended and used nationally and internationally.
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Abstract
Digitisation programmes in many institutes frequently involve disparate and irregular funding, diverse 
selection criteria and scope, with different members of staff managing and operating the processes. These 
factors have influenced the decision at the Royal Botanic Garden Edinburgh to develop an integrated 
workflow for the digitisation of herbarium specimens which is modular and scalable to enable a single 
overall workflow to be used for all digitisation projects. This integrated workflow is comprised of three 
principal elements: a specimen workflow, a data workflow and an image workflow.

The specimen workflow is strongly linked to curatorial processes which will impact on the prioritisa-
tion, selection and preparation of the specimens. The importance of including a conservation element 
within the digitisation workflow is highlighted. The data workflow includes the concept of three main 
categories of collection data: label data, curatorial data and supplementary data. It is shown that each 
category of data has its own properties which influence the timing of data capture within the workflow. 
Development of software has been carried out for the rapid capture of curatorial data, and optical char-
acter recognition (OCR) software is being used to increase the efficiency of capturing label data and 
supplementary data. The large number and size of the images has necessitated the inclusion of automated 
systems within the image workflow.
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Introduction

The need for the digitisation of biological collections is widely recognised (eg European 
Commission 2011, Kroes 2011, Niggeman et al. 2011) resulting in the development 
of national digitisation strategies (eg Beach et al. 2010). The challenges of digitising 
natural history specimens have been explored (eg Beaman et al. 2007, Vollmar et al. 
2010) and there have been several studies investigating data capture methods (Beaman 
et al. 2006, Heidorn and Wei 2008, Best et al. 2009, Lafferty and Landrum 2009, 
Granzow-de la Cerda and Beach 2010, Haston et al. 2012). Within this context of 
large scale digitisation of natural history collections, there is a need for the development 
of digitisation workflows to manage each of the elements of the digitisation process.

In developing workflows for the digitisation of herbarium specimens there are 
many factors which will influence the decisions made. Whilst it is clear that the fi-
nancial costs of a digitisation programme may significantly limit the options available 
for equipment, software, staffing and storage, there are also other factors to consider. 
The funding itself may be irregular and be used for a range of diverse projects. Each 
institute has their own priorities and constraints and in the larger institutes there may 
be a range of digitisation programmes each with a different focus but which need to be 
integrated in some way. The recommendation of following a demand-driven digitisa-
tion model (Berendsohn and Seltmann 2010, Berendsohn et al. 2010, Berents et al. 
2010) may result in an increase in the diversity of material being prioritised which will 
have an impact on the efficiency of the workflow. The concept of scalability is a factor 
which takes into account the potential increase in funding and resources. In addition, 
the integration of digitisation workflows into the core curation activities may play a 
large part in the decision-making process.

At the Royal Botanic Garden Edinburgh (RBGE), we have aimed to develop 
workflows which incorporate automated systems to enable us to expand and speed up 
the digitisation process. However, given the irregular nature of much of the funding 
available for digitisation, we have also based the digitisation workflows on a modular 
system which has the potential to be scaled up as funding becomes available. Addi-
tional modules may be added as they are developed, including a georeferencing tool 
(Llewellyn 2011) and additional quality control elements. A key factor in developing 
the workflow has been the need to continue to manage the images and data after cap-
ture. This is a very significant addition to the workload for herbarium staff and there is 
a requirement for this aspect of the workflow to be as efficient and simple as possible, 
with the aim of helping curators in the future to manage the collections.

Where possible, the digitisation workflow aims to use shared standards and for-
mats. The adoption of standards allows easier transfer and sharing of data and is recog-
nised as being of high importance in digitisation strategies (eg Beach et al. 2010). All 
data are routinely submitted to the Global Biodiversity Information Facility (GBIF), 
images are available on Encyclopedia of Life (EOL), a proportion of images and data 
are submitted to JSTOR and we are working on processes for submitting images and 
data to the Barcode of Life Database (BOLD) and Europeana.
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Workflows and processes

The integrated digitisation workflow at RBGE has been developed over the last four 
years, during which time it has evolved into the present system. Over this period 
large digitisation projects have been undertaken wholly within this system, whilst 
other projects have gradually been incorporated. All digitisation is now undertaken 
within this integrated system and there are currently 160,000 specimens digitised 
and available online (www.rbge.org.uk). Whilst increasing the rate of digitisation 
has been a contributing factor in the development of workflows, the need for man-
aging the data, images and processes has been the most important driver for the 
development of this integrated system.

There are three primary workflows within the digitisation programme (Fig. 1). The 
specimen workflow involves the physical movement and preparation of the specimens 
and folders. The data workflow focuses on the capture and management of specimen 
data (included within a broad “metadata” concept by Berendsohn et al. (2010)). Final-
ly the image workflow focuses on the capture and management of images and related 
image management data including the equipment, operator and file location. These 
workflows and the interactions between them are described here.

The specimen workflow

In this context, the specimen workflow involves the physical selection and movement 
of specimens within the digitisation process as well as the preparation of the specimens 
and folders. This is closely linked with existing specimen workflows for loans, incom-
ing specimens, destructive sampling, curation etc.

See the Specimen workflow in Figure 1.
The selection of the specimens is dependent on the outcome of the prioritisa-

tion procedure. The specimen workflow developed at RBGE predominantly fo-
cuses on large taxonomic or geographical groups to increase efficiency, and scaling 
up small user requests to more manageable units based on taxonomy and geogra-
phy. The prioritisation of specimens within the digitisation programme has been 
mainly influenced by RBGE research strategy as well as external projects. This has 
resulted in the selection of floristic areas such as SW Asia and the Middle East, as 
well as focus taxonomic groups such as Sapotaceae, Zingiberaceae, Begoniaceae 
and Gesneriaceae. Funding from the Andrew W Mellon Foundation through the 
Global Plants Initiative enabled us to digitise all the type specimens, which form 
another significant part of the collections.

The preparation element (ie taxonomic recuration and specimen & folder prepara-
tion) of the specimen workflow is an important factor which is often under-estimated. 
This fundamental curatorial work includes ensuring that the specimens are correctly 
filed and that the filing name is legible and clearly visible, as well as ensuring that the 
condition of the specimens is assessed and conservation work carried out as required.
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The decision to keep the herbarium open and to maintain full access to the speci-
mens as much as possible during the digitisation programme has been necessary due to 
the expected duration of the digitisation work given the current funding. In practice, this 
has resulted in the specimen workflow for digitisation being affected by many curatorial 
and research activities. We have therefore aimed to integrate the workflow and other cu-
ratorial workflows currently in place. An outcome of this integration has been the modi-
fication of some curatorial practices, including loan and destructive sampling procedures.

The digitisation workstations are currently all within the herbarium area to reduce 
the amount of movement and to remove the need for freezing specimens on return for 
pest control. We have aimed to keep the number of specimens out of the cabinets at 
any time to a minimum whilst working with a large enough unit to be efficient.

The inclusion of an assessment of the condition of the specimens and some preser-
vation work has reduced the rate of digitisation. However, this work is critical for the 
conservation of the collections and incorporating this work within the digitisation pro-
gramme when the specimens are being handled is allowing us to improve the condition 
of the specimens. The assessment of specimen condition can also be collated and used 
to inform strategic decisions about the overall management of the collections.

The scope of an individual digitisation project and the arrangement of the speci-
mens within a herbarium has a large impact on the efficiency of the specimen work-
flow. Whilst the most efficient workflow would generally be to work through the col-
lections cabinet by cabinet, this can be difficult to reconcile with digitisation projects 
based on a particular collector or country, or with demand-driven digitisation.

The data workflow

The data workflow here includes all elements of capturing and managing data associ-
ated with the specimens, and linking these to the images and image management data. 
Logistically, the data associated with biological collections can be divided into three 
main categories for digitisation (Haston et al. 2012). Label data which are present on 
the specimen; curatorial data which are found on the containers holding the speci-
mens; and supplementary data which are held separately from the collections in in-
dexes, archives and literature. These data types can be captured using different methods 
at different stages of the data workflow.

Curatorial data are held separately from the specimen within the collections. At 
the Royal Botanic Garden Edinburgh this generally consists of two pieces of data: 
the filing name of the specimen and the broad geographical region from where it was 
collected. These represent the classification and location of the specimen within the 
collections, providing key information for the physical location and arrangement of 
specimens. Some or all of these data may not be present on the specimen itself as la-
bel data. This property means that the most efficient way to capture this data is from 
within the collection using information on the folders.
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Label data are physically associated with the specimen and are generally visible in 
the corresponding digital image. This property allows these data to be captured at a 
later stage in the overall digitisation workflow. At RBGE, there is a small number of 
labels that are obscured by plant material or capsules which are not routinely captured.

Supplementary data such as field notebooks, citations in literature and online re-
sources including Genbank, are independent from the label and curatorial data but can 
be used to enrich them.

See Data workflow in Figure 1.
The data workflow at the Royal Botanic Garden Edinburgh starts with the capture 

of curatorial data. Software written in PHP has been developed in-house to provide a 
simple web-based interface for rapid capture of the filing name, geographical region 
and barcode assigned to each specimen. The interface is designed around the fact that 
at the lowest level specimen storage within the herbarium is arranged into separate 
folders for each species within a geographical region. Within the interface users can 
select the species and geographical region for the folder and then add the individual 
specimens in each folder simply by scanning the barcode on the specimen. A specimen 
record is created for each barcode scanned and cross checked against any existing re-
cords in the herbarium database. After validation and error correction the new records 
are then batch imported into the herbarium database (BG-BASETM version 6.8). A 
similar tool has now been developed within BG-BASETM.

Once the specimen has been imaged, label data can be captured during subsequent 
sweeps of data entry. Specimen images are processed through optical character recogni-
tion (OCR) software (ABBYY Recognition Server v. 3.0). At present the resulting text 
is stored unparsed as a single data string. This is then searched for recognisable tags 
(characters) to allow the creation of subsets of images and specimen records. These 
subsets are visually checked to ensure the selection process was correct and then the 
relevant data automatically entered. This is currently being carried out for collector and 
country. Finally, additional sweeps of label data entry are carried out by operators using 
a combination of the images and OCR text.

Within a modular system a level of data entry can be independent from imaging. This 
allows the ability to tailor the work being undertaken to the resources available. The use of 
minimal data capture methods enables the rapid creation of placeholder records that give 
collection managers valuable information about the number of specimens within a taxon 
for a particular filing region, and thus act as a catalogue of the collections. These also act 
as placeholder records to which images and OCR data can be attached, and which can be 
expanded as and when additional resources and technology become available.

The overall workflow is designed to accommodate the different requirements of 
the separate projects being undertaken simultaneously in the herbarium. These re-
quirements may vary from full data entry with an image as is usually required for 
taxonomic or floristic work, partial data with georeferenced locality which is often all 
that is required for biogeographic studies, through to a basic catalogue record with 
minimal data for curation purposes. All these requirements can be handled within the 
one system. This is of particular importance due to the irregular nature of funding.
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Figure 1. Diagrammatic overview of the digitisation workflows at the Royal Botanic Garden Edinburgh 
(RBGE)

The image workflow

Digitisation projects are resulting in large numbers of high quality images of ap-
proximately 150MB each. The scale of the digitisation programmes is too large 
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for completely manual processes to be used to manage these images. Image work-
flows being developed at the Royal Botanic Garden Edinburgh include image cap-
ture, processing, image management data recording, optical character recognition 
(OCR), quality control, image streaming online and archiving. This is carried out 
within a system based on image server software written in-house. This software 
has been written in Visual Basic and is designed to run as a Windows service. The 
software is responsible for marshalling newly scanned images into their ultimate 
destinations, registering the new images and all derived versions of that image in 
the image database, creating rescaled web viewable versions of each image, tiling 
the images to allow web presentation of zoomable versions of the image, submitting 
the images for OCR processing and recording the results of the OCR process in the 
image database. Multiple instances of the service can be installed in multiple servers 
to allow parallel processing of the new images.

See the Image workflow in Figure 1.
Image capture is carried out using two methods, but which feed into the same im-

age workflow system. Epson Expression Model 10000XL scanners at 600dpi, result in 
tiff files of approximately 150–200MB each. The Leaf Aptus II-10 56 megapixel digital 
backs result in raw files of approximately 100MB from which tiffs of approximately 
150MB are created using LeafCapture software. Preliminary quality control checks are 
carried out at this stage. These include manually checking the focus and cropping, as 
well as ensuring that the tiff file has been sucessfully created.

All images are then saved to a dropbox folder structure. The folder names comprise 
basic image management data including the equipment and operator’s name. The im-
age server software continuously polls the dropboxes for new files.

Additional automated quality control checks are carried out at this stage to ensure 
that the files are within acceptable size boundaries, that the filename fits a standard pat-
tern, and that an electronic file with the same filename does not already exist.

As they appear, the system records associated image management data, including the 
equipment and operator’s name, into an image database. The system then creates fully tiled 
image files which are stored in a zip compressed file. The tiles are extracted from the com-
pressed file by the image server software in response to tile requests from the image viewer. 
The image viewer is an embedded object contained with the HTML page presented to a 
web browser. We currently use Zoomify image viewer software (Zoomify Enterprise TM).

A jpg file of approximately 1MB is also created and made available online. A copy 
of the tiff file is transferred to the ABBYY OCR workflow (ABBYY Recognition Server 
3.0). Finally, the raw and tiff files are saved to archive folders, to be stored offline on 
tape and external hard drive storage. The locations of all these files are recorded within 
the image database.

This system has been developed as a modular system which can be extended as 
the number of cameras or scanners increase. There has been an emphasis on develop-
ing more automated systems but which can allow an element of user interaction if 
required, particularly within the quality control elements.
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The decision to capture the images at 600dpi or equivalent was based on pro-
ducing images which contain the same visible information as would be available 
through the standard taxonomic tool of a 10× hand lens. This results in very large 
images in excess of 150MB which create significant image management problems. 
There is currently debate about the need for such high resolution and RBGE has 
been involved in these discussions. We have felt the need to maintain this high level 
of resolution to ensure that sufficient information is retained, and in the under-
standing that these images can be scaled down in the future but cannot be scaled up.

Deliberately keeping both the raw and the tiff formats increases the demands on 
storage. In the rapidly changing environment of image file formats we aim to be inclu-
sive and retain our ability to adapt to future developments.

Discussion

The workflows developed here have been strongly influenced by the presence of differ-
ent funding streams and a diversity of digitisation projects along with the need to cre-
ate a modular and integrated workflow to manage the processes, images and data. This 
is in contrast to an alternative digitisation approach such as that seen at the Muséum 
national d’histoire naturelle (MNHN) in Paris which aims to digitise all specimens 
within a single project, using a more unified approach.

A single unified structure may reduce the problems inherent in a modular system 
in which linking and maintaining links between software developed by different pro-
grammers and residing on different servers can be an issue as versions change over time. 
In contrast, a modular approach can potentially benefit more readily from advances 
in technology as modules can be added, updated or replaced as they become available.

One of the benefits of the modular system developed at RBGE has been to cre-
ate an integrated but flexible management structure for specimens, data and images, 
which reduces the need for individual projects to create their own systems with the 
additional time and costs involved.

A second and highly significant benefit of an integrated system is that it helps with 
the curation of images and data post capture. It is essential that the on-going curation of 
these digital collections is considered as early as possible. The data and images need to be 
available and accessible but they also need to be kept up to date (with new determinations 
and additional data) and new file and archive formats. Having data in multiple systems, 
managed by different projects makes this on-going curation task almost impossible. Hav-
ing them in one system makes this daunting and ever-growing task more achievable.
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Introduction

The specimens in the world’s museums and herbaria contain a wealth of primary oc-
currence data that is used as the basis of many biodiversity research studies (Chapman 
2005; Baird 2010; Pyke and Ehrlich 2010). Historically, herbarium specimens have 
only been available to researchers by visiting collections or requesting specimens on 
loan. Over the past 20 years, efforts have been made to make specimen data available 
online through the development of specimen databasing and imaging projects. While 
millions of specimen records are now available through institutional portals and dis-
tributed networks such as GBIF, these only represent a small fraction of the estimated 
90 million herbarium specimens in the United States alone that still need to be digi-
tized (Rabeler and Macklin 2006).

The New York Botanical Garden Herbarium (NYBG) has been digitizing its col-
lection of an estimated 7.3 million herbarium specimens since 1995. In the first fif-
teen years of digitization projects, we databased 1.3 million specimens at a rate of 10 
specimens an hour, leaving 6 million specimens to database. Continuing at this rate, 
complete digitization of the herbarium would take another 600,000 hours. Like many 
institutions, past digitization projects at NYBG have focused on manageable and fund-
able subsets of the collection ranging from 75,000–100,000 specimens that could be 
completed within two to three years (Vollmar et al. 2010). For example, our collection 
of specimens from Brazil, estimated at half a million specimens, was broken into three 
National Science Foundation proposals and funded over 11 years. As a result, three 
separate passes were made through the herbarium to locate specimens from each re-
gion of Brazil. This was an inefficient but necessary way to find the relevant specimens 
and complete full specimen label data entry.

With more community support for digitization of natural history collections and 
new programs such as the National Science Foundation’s Advancing Digitization of 
Biological Collections (ADBC), it is necessary to develop digitization protocols and 
workflows that maximize the rate of specimen digitization without sacrificing the most 
useful information on each specimen (Granzow-de la Cerda and Beach 2010; Scoble 
and Bourgoin 2010). Over the course of subsequent projects, NYBG has tried several 
methods to develop more efficient approaches to digitization, while still providing a 
high level of data quality to the scientific community who use these specimens.

Digitization workflows

Strategy 1: Manual data entry

Each project started with the curation of the taxa involved to reflect currently accepted 
names, based on recent monographs where available such as Flora Neotropica, on deter-
minations by our curators and researchers visiting the herbarium, and on data available 
in online resources such as TROPICOS (http://tropicos.org/) and the International 
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Plant Names Index (http://ipni.org/). During the curation phase, specimens related to 
the project were separated from all others with which they were filed. They were subse-
quently removed from the herbarium and brought to a cataloguer’s desk for data entry.

Barcodes were applied to the specimens and data entry was keyed manually from 
the specimen labels. Every piece of information on the label was entered, including the 
complete determination history of each specimen with determiners and dates. Collec-
tion information included collector, collection team, collector number and collection 
date. Site information included country, province or state, and county or municipio 
parsed separately, as well as the precise locality in a searchable text field, and geocoor-
dinates when on the label. Habitat and plant descriptions were included word for word 
in text fields. Any additional notes on the label or on the sheet in general, or notes the 
cataloguer needed to add about the specimen, were put in other various notes fields. 
Authority files were also used for all taxa, and parties involved (collector, determiner, 
author), as well as drop down menus and look up lists for geography. Efficiencies used 
during this time focused primarily on organizing the specimens by collector before 
starting data entry to easily copy data from one record to the next. Simple measures 
such as encouraging cataloguers to use key strokes rather than the mouse and organ-
izing the windows on their screen efficiently also improved data entry rates.

Staffing for these projects consisted of information managers to oversee data entry 
and imaging equipment, and curatorial assistants who databased and imaged the speci-
mens. Information managers have a background in botany or biology, preferably with 
an emphasis in taxonomy, and several years of experience in data entry and database 
management. Curatorial assistants are typically new graduates in botany or biology 
with some herbarium experience but usually little data entry experience.

The data entry rate in this strategy averaged 10 records per hour. This rate is meant 
to represent an average for employing Strategy 1. It includes data entry rates from all 
of our major NSF projects that used this digitization approach, spanning all groups in 
the herbarium, and including rates of all curatorial assistants that catalogued on these 
projects. Only representative specimens were imaged, typically one or two per taxon.

Strategy 2: Streamlined collection events

For the third and last leg of our Brazilian NSF projects, Species of Amazonian Brazil, we 
were able to leverage field book data giving us an advantage over earlier databasing pro-
jects. In the late 1970’s through the 1980’s, the New York Botanical Garden was involved 
in a massive collection program of the Amazonian region of Brazil, called Projeta Flora 
Amazonica. We retained the original field books from most of the major collectors on this 
project, representing roughly 80% of the herbarium’s total Brazilian Amazon holdings.

Botanists record collection data in their field books in large blocks of specimens, 
collected in the same site, on the same date. Often the only data different for each col-
lection number is the taxon and plant description. Capitalizing on this, we were able to 
use a template tool in our database to mass enter the majority of the collection data from 
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each field book rapidly, entering each collection event only once instead of repeatedly 
for each collection number as we came across each specimen in the herbarium. This also 
allowed us to georeference the site only once and apply it to all of the collection events.

In addition, we collaborated with the Instituto Nacional de Pesquisas da Amazônia 
(INPA) who had already catalogued most of their specimens. Because many of our 
specimens are duplicated there, we imported a subset of collection events from their 
database, adding to the pre-load of data compiled from the field books. This added 
data for an additional 10% of NYBG holdings for Amazonian Brazil.

Data entry then proceeded as with previous projects. The specimens were curated, 
separated and removed from the herbarium for data entry from the specimen labels. 
With this pre-load of data from the field books and imports, the only information to 
add was the taxon and plant description, and the completion of fully catalogued records 
increased to 30 records per hour. At this stage the records were made available online.

Strategy 3: Semi-automated approach

With funding from the National Science Foundation’s ADBC program, our digiti-
zation strategy shifted from entering complete specimen records to entering partial 
records with an image for every specimen. From this point, work will be done to 
complete these records by several means, focusing more on automated tools to extract 
data from the images and by entering data from the images rather than the specimens 
themselves. To keep up with this new demand for images, we also upgraded our imag-
ing protocol, as outlined below.

As with previous projects we first curate the taxa involved. This continues to be a time 
consuming but necessary step of the process, ensuring that the data online and in the 
herbarium are current. Because ADBC grants fund larger digitization projects, the usual 
next step of separating out project specimens has been eliminated, as we are now digitiz-
ing complete sections of the herbarium at once. This enables us to pull entire folders from 
the herbarium without having to separate specimens within the folders, inspect each label 
and make the determination as to whether or not the specimen should be included.

Using a template tool in the database, we are able to rapidly mass create partial re-
cords by barcode number range. We auto-generate the number of records based on the 
number of specimens we have per taxon, at a rate of 125 records per hour. This barcod-
ing process is done in the herbarium on a cart adjacent to the cabinet in which the speci-
mens are housed. Once they are barcoded, they are tagged and returned to the cabinets 
until digitization staff sweep through the cabinets and image all the specimens. While 
this requires us to remove specimens from the cabinets twice, we use highly-trained cura-
torial assistants to curate the specimens and make decisions on the current nomenclature 
and part-time staff or interns to image the specimens. Each staff member can then work 
independently, but working in teams is another approach we plan to consider.

During image processing, all images are run through optical character recognition 
software (OCR) to produce a text output of the specimen label. The unparsed data is 
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then added to a fully-searchable text field in the specimen record. This will provide an 
initial way to search the records online until the records are completed and a mecha-
nism for grouping records by collector or location during data entry. While we previ-
ously pre-sorted the physical specimens by collector before data entry, we will now 
attempt to pre-sort them via the OCR text. While not all labels contain typeface that 
will OCR, many that are partially handwritten have at least some typed “master label” 
information including collector name and some locality information, since a large por-
tion of our herbarium was collected in the 20th century.

For projects where we have a large collection of field books, such as our NSF-
funded Caribbean Project, we will continue to pre-load collection events records 
into the database. For all other records, we will parse the OCR text using automated 
tools in development such as Salix, the semi-automatic label information extraction 
system being developed at Arizonia State University (http://nhc.asu.edu/vpherbari-
um/canotia/SALIX3.pdf) and Apiary (http://www.apiaryproject.org/high-through-
put-workflow-computer-assisted-human-parsing-biological-specimen-label-data). 
We will also use duplicate matching applications such as FilteredPush (Wang et 
al. 2009) and Specify’s Scatter, Gather Reconcile (http://specifysoftware.org/con-
tent/specify-64). The end result will be records with the most pertinent data fully 
searchable in the database, including collector, collection number, date, current 
taxonomic name, and complete locality information. Since we are now taking an 
image of every specimen, any secondary data will still be available in the image of 
the label, or in the OCR text of the label that will still be available in a notes field. 
This includes plant description, habitat, and other notes found on the specimen.

Figure 1. Digitization workflows at The New York Botanical Garden over the past 17 years.
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Specimen imaging

Imaging equipment

To accommodate the image production expectations of the rapid digitization grants, 
several low cost imaging stations built with commercially available digital photography 
components were assembled. These components include: the Canon Eos 5D Mark II 
digital camera body, a Canon EF 50mm f/2.5 Macro lens, the Photo e-Box Plus 1419 
from MK Direct, a Kaiser RS 1 copystand, and a Wasp bar code reader, and a laptop 
computer (Figure 2).

The Canon Eos 5d Mark II camera was selected to meet the image size requirements 
of 21 megapixels. With a resolution of 5616 × 3744 pixels, or 21.1 megapixels, the im-
ages can be enlarged on screen up to 78 × 52”, which is roughly four times the size of 
the original specimen sheet. The lens used is a macro lens with a normal focal length that 
produces little or no edge distortion. This is optimal not only for scientific study but may 
also produce better results when read by optical character recognition (OCR) software.

The Kaiser copystand supports the camera so that the focal plane is 31” above the 
specimen. This provides for a full frame image with a quarter inch border on three sides 
and a one inch border on the top of the specimen. A metric scale and a Munsell color 
target are placed in the one inch border along the top edge of the specimen.

Specimens are illuminated by placing them inside the MK Direct Photo e-Box 
1419 lightbox. 5000 Kelvin fluorescent lights provide even illumination across the 
entire surface of the specimen with minimal heat. Supplemental 5500 Kelvin LED 
lighting is used to accentuate the appearance of the surface texture of the specimen.

The imaging equipment used at The New York Botanical Garden Herbarium has 
now become standard equipment for the National Science Foundation’s Advancing 
Digitization of Biological Collections project, Plants, Herbivores and Parasitoids. 
Identical camera work stations are being used at a number of partner institutions.

Imaging workflow

Digitizers gather the barcoded and cataloged specimens in the herbarium then trans-
port them to the imaging station via herbarium cart. The lightbox is powered on and 
allowed several minutes for the lights to stabilize and the computer and camera are 
powered on and the camera software is started.

A specimen is placed in the lightbox. To ensure correct alignment, a template 
specimen sheet is affixed to the shooting surface. The digitizer aligns the specimen 
with the template and shuts the front panel of the lightbox. Once the specimen is 
placed in the lightbox the digitizer presses the shutter release button in the camera 
software, taking the exposure.

The camera settings are as follows: 5000 Kelvin white balance, ISO 100, 1/60th of 
a second shutter speed at f/9.0. To streamline image quality control and post produc-
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tion, all imaging workstations are configured identically in order to produce consistent 
images. The white balance of individual cameras may be manually modified to account 
for subtle differences in the color temperature of the lights.

The first image recorded is opened and inspected to confirm focus, exposure and 
color balance. Subsequent images are inspected periodically. Once each image is re-
corded, the digitizers rename the image files by scanning the barcodes on the speci-

Figure 2. NYBG imaging station consisting of a Canon Eos 5D Mark II digital camera body, a Canon 
EF 50mm f/2.5 Macro lens, Photo e-Box Plus 1419 from MK Direct, and Kaiser RS 1 copystand.
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mens with the barcode reader. Using a rubber stamp, photographed specimens are 
stamped with the word “Imaged” to avoid unnecessary reimaging in the future.

The current average imaging rate is 85 exposures per hour. This means that a full 
time, dedicated digitizer imaging for a full 150 hours per month, could produce well 
over 12,000 images per month. Each image file is approximately 25 megabytes for a 
total of over 300 gigabytes of data monthly.

Image quality control

Digital camera images from each imaging station are recorded in a master imaging log 
and the files are transferred via external hard drive to a central image quality control 
work station. Image quality control is performed on a single workstation with a moni-
tor calibrated using the Xrite i1 calibrator to ensure optimal viewing. Image files are 
viewed and modified using Adobe Lightroom.

Image thumbnails are visually scanned en masse to confirm that the image orienta-
tion is correct and to identify any obvious defects. Periodic images are magnified to 
100% magnification in order to confirm focus and that the barcode on the specimen 
matches the file name. Roughly every twentieth image is examined.

The image files contain technical Exchangeable Image File Format (EXIF) meta-
data. Additional International Press Telecommunications Council (IPTC) metadata, 
including Creator, Image Title, and Copyright information, is added to the image files 
en masse using Adobe Lightroom’s Library module.

Image processing

Once quality control is assured, the camera files are enhanced for viewing using Adobe 
Lightroom’s image editing adjustment tools. One image representative of one shooting 
session per camera workstation is selected and modified and the modifications are ap-
plied to all other images recorded in that session.

A more precise white balance is performed by sampling the white reference on the 
Munsell color target included in the image. The tonality is adjusted so that the color 
reference target values meet manufacturer’s specification ensuring proper exposure. 
Sharpening is applied to enhance detail. Chromatic aberration caused by the lens is 
removed. For complete examples with screen shots refer to Image Editing Guidelines 
(http://tinyurl.com/764z7wx).

Archive

Once processed, the proprietary Canon digital camera files are converted to Adobe’s DNG 
format and copied to an archive server. Each DNG file is approximately 25 megabytes.
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Tape backups are automatically made of all new files on the server. Additionally, 
a complete tape backup of the entire archive takes place every six months and the 
tapes are stored off-site.

Access

Once saved as DNG and archived, specimen images are saved as full size, 5616 × 3744 
pixel jpegs using the sRGB color space. Each jpeg is approximately 8 megabytes.

The jpegs are imported into the database where the barcode file name is matched 
to the corresponding catalog records and the images are made publicly available online 
immediately.

Optical character recognition

The New York Botanical Garden Herbarium uses ABBYY FineReader optical character 
recognition software to produce text files from specimen labels. An Adobe Photoshop 
Action (macro) is used to automatically reduce the file size of the specimen images. 
Each access image is cropped in half (label data is usually found on the lower half of a 
specimen sheet) and converted to grayscale. This reduces the file size of each specimen 
to less than one megabyte. The resulting grayscale jpegs are processed using ABBYY 
FineReader and a separate text file for each image is saved.

The temporary grayscale images and the resulting OCR text files are returned 
to the catalogers. Viewing the grayscale images reduces the time required to open 
large files, allowing the cataloger to quickly verify the OCR text which is then 
manually parsed into the correct database fields. In the event that the label data is 
not included in the cropped area, the image may be retrieved from the database 
and the label data can be transcribed manually. After parsing the OCR text, the 
grayscale images are discarded.

OCR text to database

A Powershell script is run to extract the data from each saved text file. The script opens 
Microsoft Excel and inserts a new row for each file, adding the barcode (which is read 
from the file name) and the label text. Since the barcode number is also part of the text 
itself, a comparison of the file name barcode and the text barcode can be made to reveal 
errors in either the file naming procedure or the OCR process.

Once the data are in Excel, they can be directly imported into the database to a 
searchable notes field. Rows in Excel can be grouped according to common textual 
information, such as a collector’s name or an expedition title. This step allows other 
fields in the database to be filled when the label text is imported.
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Discussion

As a result of new databasing strategies, the rate of adding specimen records to the data-
base has gone from 10 complete records per hour to 125 partial records per hour. The re-
sulting records have limited parsed label data initially, but are all imaged, available online 
immediately, and indexed by scientific name. The records will then be completed over 
time using the specimen image instead of the specimen itself. The result will be an index 
of all of our holdings for large portions of the herbarium, and eventually, for all 7.3 mil-
lion specimens. It is important to note that none of these rates take into account the time 
put in by information management staff who oversee and train curatorial and digitiza-
tion staff, import and clean database and authority files, install and troubleshoot camera 
equipment, process and archive images, and manage server and database upgrades.

With relatively high error rates still facing OCR and automated parsing of label 
data, a shift to more automated approaches has the potential to reduce the quality of 
information we typically provide. We feel the best first approach to complete partial 
records is to use database templates to mass ingest repetitive data from collector’s field 
books for specimens deposited at NY. For some projects, we are fortunate to have the 
field books for the majority of the collections. This model has the potential to be useful 
for a wider audience in conjunction with projects like the Smithsonian’s Field Book 
Project (http://www.mnh.si.edu/rc/fieldbooks/), which is creating an online index of 
these resources. Next, using duplicate matching applications such as FilteredPush and 
Specify’s Scatter, Gather, Reconcile to search for records already fully databased by 
other institutions ensure that we complete the partial records with quality information.

We will then rely on automated techniques to complete the remaining partial 
records from the OCR text by such applications as SALIX or APIARY. It is very likely 
that none of these techniques will work for the completion of all labels, especially 
handwritten ones. Manual transcription of data will still be necessary to complete such 
labels. Some of this manual transcription will be done by project staff, but we also 
hope to enlist volunteers, especially citizen scientists with a particular interest in using 
these data for their own activities or research, or as a leisure activity, to help complete 
the records using a crowd sourcing website that we will develop for this purpose. By 
combining all of these approaches, we hope to rapidly catalogue the majority of the 
herbarium with quality information and make these records available for other institu-
tions to download or for use in biodiversity studies.

Conclusion

The New York Botanical Garden Herbarium’s cataloging and imaging procedures have 
evolved to the point that the limiting factor in digitization is no longer technology 
but manpower. As we work towards our goal of digitizing the approximately 6 million 
specimens remaining, we hope to continue to increase our rates and learn from new 
developments in the biodiversity informatics community. To supplement our efforts 
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The New York Botanical Garden is enlisting volunteers and citizen scientists whenever 
possible. While we can look forward to even greater advances in imaging technology, 
optical character recognition software, improved databasing and barcoding technolo-
gies, ensuring accurate data relies on well trained staff and an institutional commit-
ment to the future growth of digital collections.
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Abstract
Pinned insect specimens stored in museum collections are a fragile and valuable resource for entomologi-
cal research. As such, they are usually kept away from viewing by the public and hard to access by experts. 
Here we present a method for mass imaging insect specimens, using GigaPan technology to achieve highly 
explorable, many-megapixel panoramas of insect museum drawers. We discuss the advantages and limita-
tions of the system, and describe future avenues of collections research using this technology.

Keywords
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Introduction

Insect specimens are integral to basic entomological research such as systematics, ecol-
ogy, and applied sciences. However, most are preserved dried on pins and stored in 
large collections, where they remain difficult to physically access (e.g., requiring per-
missions and/or expensive travel). This situation leads to a massive underutilization 
of specimens and their associated data. While the process of physically sending (i.e., 
loaning) materials alleviates the need to travel to collections, it is time consuming for 
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collection managers and difficult for the borrower to specify which individuals are 
needed without knowledge of the true holdings (e.g., requesting from series of unde-
termined specimens). More importantly, whenever specimens are removed from their 
drawers they are at risk of being exposed to unfavorable conditions, including handling 
by untrained users, losses during transit or being misplaced, and insufficient temporary 
curatorial practices.

It is essential for insect collections to have a web presence and disseminate informa-
tion online. Online databases of public and private collections are common practice, 
and usually include specimen names and taxonomic status, number of individuals of 
each taxon, and data from labels (such as localities, dates and other information regard-
ing the specimen’s provenance). Some collections even host images of their materials, 
though it is usually limited to a few photographs of exemplars or valuable specimens 
(e.g., types). Despite these advances, very few avenues exist to thoroughly browse the 
holdings of any one collection, visually, and to evaluate the extent/quality of its speci-
mens and the degree to which they are curated.

GigaPan (www.gigapan.com) was initially developed through a collaboration be-
tween Carnegie Mellon University and the NASA Ames Intelligent Robotics Group 
for use on NASA’s Mars Rovers (Spirit and Opportunity). It has since become a com-
mercially available hardware and software, used to achieve many-megapixel to gigapixel 
(i.e., billions of pixels) images that are then represented as highly-navigable panoramas. 
The basic product consists of a robot that can be fitted with any digital camera (de-
pending on camera and robot model) and mounted on typical tripod threads. Once 
initiated, the robot positions the camera to frame individual images across a designated 
area of interest and uses a robotic “finger” (or remote release) to engage the camera, 
which captures multiple, overlapping tiles (i.e., photos). GigaPan software is then used 
to stitch the resulting photos into one large panorama that has a maximum resolution 
roughly matching the resolution of each individual image, but across a much larger 
area. Further, panoramas currently can be hosted on the GigaPan website where view-
ers may add general comments and take snapshots of specific areas, either with annota-
tions describing the importance of the area or questions about it. Though commonly 
used for capturing vast landscapes and large events, the potential of these panoramas 
is far reaching.

With about 1.5 million specimens, the North Carolina State University Insect 
Museum (http://insectmuseum.org) is the largest insect collection in North Carolina, 
and among the largest in the southeastern United States. The pinned collection is 
strong in several groups, including Hemiptera (bugs, especially Auchenorrhyncha, the 
holdings of which are world-renowned), Anthophila (bees, especially Megachilidae), 
and Pyralidae (snout moths). At a moderate size, the NCSU Insect Museum presents 
an important, but manageable, resource for understanding modern digitization poten-
tial of insect collections. Here we present results and insights gained from our efforts to 
image whole drawers using GigaPan technology. We provide details on how to achieve 
similar results, describe the advantages and drawbacks of the system, and discuss out-
comes of the project.
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Methods

Existing infrastructure

The NCSU Insect Museum has roughly 2,700 insect drawers in use, stored in 184 
12- or 24-drawer metal cabinets. Drawers are U.S. National Museum (USNM) style, 
with the following dimensions: 45.72cm W × 45.72cm D × 7.3cm H (18"W × 18"D 
× 2–7/8"H; outer measurements) and 41.28cm W × 42.55cm D × 5.87cm H (16–
1/4"W × 16–3/4"D × 2–5/16"H; inner measurements).

Equipment

We employed a GigaPan EPIC 100 (“silver model”), oriented horizontally on a copy 
stand and paired with a Canon PowerShot G11 camera. We retrofitted the GigaPan 
with an A/C adapter (Sargent et al. 2010) and bought a commercial A/C adapter 
for the Canon to alleviate the need for disposable batteries and/or charging require-
ments. Our lighting needs were satisfied by dual Interfit Super Cool-Lite 9 lights, each 
with nine 28W compact-fluorescent bulbs that produce continuous daylight spectrum 
(5000–5500K). Both lights were equipped with the included diffusion covers for softer 
lighting. Other diffused lights delivering this spectrum would be suitable. Most of the 
stitching was performed on an Intel i7 quad core Apple iMac (2.8 GHz, 4,096 GB 
RAM). The complete imaging station (without the computer) is illustrated in Figure 1.

Settings

Camera settings were based largely on those described in the GigaPan tutorials (http://
gigapan.org/cms/videos) and manual (Gigapan Systems 2010), with the white balance 
set to daylight fluorescent (best balance for the lighting described above) and the field of 
view (FOV) for the camera set to 11.5º on the GigaPan unit. The FOV is dependent on 
the camera model, so this number is specific to the Canon PowerShot G11. The aperture 
was set to f/8.0 (the smallest available for the camera) to achieve the greatest depth of field 
(DOF; 3.5cm). The distance of the GigaPan robot plus camera was set to about 46.35 cm 
(18.25”) from the base of the copy stand [about 43.2cm (17”) above the average pinned 
specimen]. This height is beneficial for optimizing the DOF, quality, and size of the im-
ages at full optical zoom, while reducing curvature (see Results) and keeping the number 
of photos (~35 per drawer) manageable with respect to time and storage capabilities. All 
images were shot as large, super-fine quality JPEGs (3,648 × 2,736 pixels). The focus was 
locked to prevent the variable amount of time needed for the auto focus, which could re-
sult in the camera not completing the process before the robot moves to the next position. 
A custom timer delay of 2 sec was also added to ensure the unit was stable during photo 
capture. In conjunction, the “Time per Pic” on the robot was set to 4.5 sec, so movement 
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would not occur during capture. All settings were saved in one of the two custom settings 
slots (C1 or C2) available on the Canon G11 for recall when the camera is turned on.

Imaging workflow

Drawers were placed within the confines of a custom jig on the copy stand, with the lid 
removed. To prevent white space from interfering with the camera’s ability to focus (an 
issue sometimes encountered, despite locking the focus), a Kodak Tiffen Color Separa-
tion Guide (ASIN: B00009R7G9; trimmed to fit inside a unit tray) and printed mat-
ter were placed inside empty unit trays (Fig. 2). Initially, the “New Panorama” process 
was begun on the GigaPan robot to define the boundaries of the drawer to be captured 
by the camera, and verify that the camera settings were in place and correct. After the 
initial setup, the Epic 100 was engaged using the “Last Panorama” function, unless the 
image area needed to be modified. While the robot and camera were working drawer 
preparation occurred for the next one in line, reducing the overall amount of time 
needed. After capturing all images on the camera’s memory card, each completed insect 
drawer was given a label with the date the panorama was taken and returned to the 
collection. Photos for each panorama (usually n=35) were delivered manually onto a 
computer hard drive or external hard drive (through the computer) directly from the 
camera using a USB cable; using a cable bypassed the need to remove the camera and 

Figure 1. The complete imaging station. A GigaPan Epic 100 (“silver model”) robot B Canon Pow-
erShot G11 camera C copy stand D light with continuous compact fluorescent bulbs E insect drawer.
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memory card, potentially moving the unit from its set positions (required for using 
“Last Panorama” function properly). All photos were checked during/after transfer 
for errors, especially out of focus images, and reshot if necessary. Stitching was then 
initiated manually on the computer by opening the drawer images, previously trans-
ferred from the camera, in the GigaPan Stitch software (version 1.0.0804; provided by 
GigaPan); stitching was done either singly or as a batch of multiple drawers (10–20 at 
a time). Batches were possible by opening any existing .gigapan file in the stitch soft-
ware and using the “New Gigapan” function (File > New Gigapan) to select the new 
set of photos to stitch; repeating this process resulted in multiple stitch windows open 
concurrently on the computer. All panoramas were checked during the preview phase 
of the stitching to ensure that no errors existed, most frequently misaligned tiles. If a 
re-stitch did not work the drawer was reshot. Finally, stitched sets were stored locally, 
backed up by external hard drives, and uploaded to the GigaPan website (either singly 

Figure 2. Color standards and white space filler. A Kodak Tiffen Color Separation Guide B, C text/
picture white space filler.
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or as batches in the same manner as described above for stitching). During uploads, 
each panorama was given a brief description and several keywords (usually standard 
words like “insect” and “museum”, the order, and families present in each drawer). 
Throughout the entire process, custom paperwork was used to record all drawers be-
ing imaged and the status of their progression. Also, to ensure that the lights did not 
overheat a cool-down time of 5–10 minutes was added after shooting about 10–15 
panoramas. A schematic of the entire workflow can be seen in Figure 3 and a video 
tutorial can be found at http://purl.oclc.org/NET/NCSU/gigapanvid.

Results

General

As of March 1, 2012, the NCSU Insect Museum had 2,124 panoramas uploaded 
(http://gigapan.org/profiles/ncsuinsectmuseum), or about 79% of the ~2,700 drawers. 
Figure 4 illustrates typical drawers, while Figure 5 shows a specialty drawer that was as-
sembled to show insects by theme (in this case the diversity of the four largest insect or-
ders). Final panoramas averaged about 208 megapixels in size (14,700 × 14,150 pixels).

Time to drawer completion

Average time for completing a drawer – from inserting color standards and text (not 
including time needed to initially create space in each drawer) through stitching and 
uploading – was from 12–50+ minutes. Each step required the following amount 
of time (single or batch; process further described in Fig. 3): drawer prep and filler 
placement - ~2 mins; image capture - ~4.5 mins; data transfer - ~1–3 mins (batch 
of 10–15); stitching images - ~3–14 mins (batch of 10–20); uploading - ~1.5+ mins 
(batch of 10–20). These figures were generalized over the entire life of the project, and 
using the latest versions of the stitch/upload software while opening multiple stitch/
upload windows (described above in Methods) greatly reduced time needed to create 
and make public the panoramas; future, faster versions of the software should reduce 
these times even further. Other variables also exist that affect speed, including CPU 
processing power and internet connectivity (e.g., wireless vs. hard-wired connection 
speeds, the former usually resulting in slower uploads). Overall these figures represent 
a conservative estimate of 25 mins to complete each drawer.

Data storage requirements

About 150MB (typical range: 140–165MB) of storage space was required for each 
drawer’s complete panorama data (including original photos, raw tile data, and 
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Figure 3. Schematic of project workflow. Note: times are rough estimates and prone to change depend-
ing on the efficiency of several steps.
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Figure 4. Examples of typical drawers, showing larger specimens, average specimens, and smaller speci-
mens (A, B & C, respectively). Left – full drawer image; Right – zoomed to full resolution. A Belos-
tomatidae 1 (http://gigapan.org/gigapans/96136) B Bombyliidae 5 (http://gigapan.org/gigapans/89195) 
C Silvanidae 2 (http://gigapan.org/gigapans/95947)
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gigapan panorama file). Thus, for the entire 2,700 drawer collection, ~405 giga-
bytes of storage space was needed. These figures are based on JPEG images with an 
average size of 1.8–2.6MB each (resulting from size/resolution settings described 
in Methods).

Panorama quality

Panorama qualities, including resolution and distortion, were measured using a test 
drawer and the resulting panorama (Fig. 6). As expected, curvature/distortion (see Dis-
cussion) was found to be greatest near the edges of the drawers, i.e. furthest from the 

Figure 5. Example of a thematic drawer displaying the diversity of the four largest insect orders (http://
gigapan.org/gigapans/49310). Clockwise from Top Left: Hymenoptera (wasps, ants & bees), Lepidoptera 
(moths & butterflies), Coleoptera (beetles), and Diptera (true flies). The drawer also serves as an outreach 
tool by containing some mistakes for people to identify and further learn the differences between the orders.
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Figure 6. Panorama measures of distortion and resolution. A drawer with illustrations and 1cm x 1cm 
(1mm subunit) grids spanning the panorama B comparison of distortion produced across the top (1, 2, 
& 3), middle (4, 5, & 6), and bottom (7, 8, & 9) of drawer in A C smallest resolvable difference between 
black and white (~80µm) at 1:1 magnification (from blue rectangle in A).
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center. Specifically, there was a 20% reduction of all lengths measured from the corners 
and sides of the panorama (1, 3, 4, 7, 8, & 10 in Fig. 6B), and a 20% reduction of the 
vertical measurements at the top and bottom positions (horizontal measurements of 
top and bottom appear unaffected; 2 & 9 in Fig. 6B). Further, some skewing of meas-
urements occurred, especially at the corners of the panorama, resulting in distorted 
areas (see 1, 3, 8, & 10 in Fig. 6B). As for resolution, the smallest resolvable structure 
on a fully-zoomed panorama (discernible white space between two black spaces; Fig. 
6C) measured about 80µm; thus structures smaller than this may not be discernible 
using the current camera optics and settings.

Online metrics

Panoramas on the NCSU Insect Museum profile at Gigapan.com (n=2,124) have been 
viewed a total of 326,252 times, at an average of 153.6 views and a median of 94 
views. We do not have data on the percentage of unique visitors. The award-winning, 
specialty drawer “The Big Four” has the most views for a single panorama (24,054 as 
of the date above), largely resulting from widespread attention gained from GigaPan 
and media covering the panorama contest during the first meeting of the Fine Inter-
national Conference on Gigapixel Imagery for Science (http://www.cmu.edu/news/
archive/2010/September/sept30_gigapixelshow.shtml). Eighteen drawers have over 
1,000 views, including both special panoramas and typical museum drawers.

Discussion

This project represents the largest and most complete effort to image and publicly-
share an entire insect collection, with over 2,000 drawer panoramas available. The 
panoramas have been viewed many thousands of times and interactions with both 
experts and laypeople have occurred. While the project is not yet complete, several 
outcomes have materialized from the effort.

Unsolicited, remote curation has happened. Word of our insect drawer images 
spread quickly among insect systematists and we rapidly received communications 
that enhanced our holdings. In one instance, a taxonomist at a natural history mu-
seum in Ottawa, ON (837 miles north of the NCSU Insect Museum) determined a 
series of froghopper (Hemiptera: Cercopidae) specimens to species from an “unsort-
ed insects” drawer (http://gigapan.org/gigapans/41421/snapshots/120403/). Along 
the same lines, a world bumble bee (Hymenoptera: Apidae: Bombus) expert provided 
a species name for an undetermined specimen (http://gigapan.org/gigapans/49310/
snapshots/139687), and a lanternfly (Hemiptera: Fulgoridae) expert determined sev-
eral specimens to species. Further, a velvet ant (Hymenoptera: Mutillidae) special-
ist identified several specimens (http://gigapan.org/gigapans/60116), provided new 
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information on the taxonomic status (synonymies) of several species, and helped re-
solve the identity of a wasp that had become decoupled from its pin. All interactions 
were communicated between coordinating members of the museum, and steps were 
taken to update the collection based on input from the interaction. Additionally, the 
project has enabled more informed donations: a world expert has contacted us to say 
she is using our GigaPan images to better understand our current holdings, so that 
she can then divide up her personal collection between natural history museums 
more efficiently. She wants to maximize the taxonomic coverage of her donation to 
our museum.

We also successfully reached out and engaged the public using these panoramas. 
For example, non-entomologists commented on artistic representation (http://giga-
pan.org/snapshots/119341/comments), made humorous comments about the insect 
specimens (http://gigapan.org/snapshots/117944/comments), and asked questions 
about insect biology (http://gigapan.org/snapshots/147239/comments). The creation 
and promotion of more thematic drawers, for example teaching concepts using the 
panoramas (as in Fig. 5) or testing knowledge using Easter eggs and treasure hunts, 
could easily draw more attention from the public and contribute to our mission for 
increased outreach, all resulting in added interest in our science.

During the project, several unanticipated outcomes occurred. One was the link-
ing of specimen snapshots to panoramas of their locality/habitat (based on label in-
formation). Unsolicited, another member of the GigaPan community and part of 
the Fine Outreach for Science group, took a panorama of the cloud forest habitat 
in Costa Rica where one of our leafhopper specimens was collected, and linked it 
through a snapshot (http://gigapan.org/snapshots/127411/comments). The practical 
applications of these data are plentiful, including using the panorama of the habitat 
to estimate plant diversity related to insect specimens, or change in habitat over time. 
Researchers could use a GigaPan at their collecting sites in order to understand the 
temporal and spatial biodiversity, and further enrich the information available for the 
specimens taken at the site. Another potential product we had not considered, but 
were encouraged to contribute data for, was a 3D panorama (our example can be 
seen here: http://www.3d-360.com/). These are achieved by shooting two panoramas 
of the same drawer at slightly different angles (i.e., positioning the drawer slightly 
to the left or right of center to capture different perspectives). Then independent, 
proprietary software is used to make the panorama visible in three dimensions, either 
using anaglyph glasses (red/cyan) or through other methods (e.g., cross-eyed viewing, 
etc.). Lastly, we used GigaPan to enhance the insect collection project for the NCSU 
ENT 502 graduate-level course, Insect Biodiversity and Evolution, by creating pano-
ramas of the final collections submitted by several graduate students (http://gigapan.
org/gigapans?order=most_popular&page=1&per_page=10&query=ent+502). The re-
sulting panoramas effectively archived the students’ projects, either to remind them 
of their efforts or to guide future students making collections. We anticipate that the 
ease and adaptability of GigaPan will encourage even more creative applications of the 
technology to collection science.
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Workflow improvement

Project workflow varied little after initial setup and achieving the present results. 
Though we did not objectively and iteratively evaluate the process along the way, several 
observations were made based on user experience. During drawer imaging there is down 
time, even when using that time to prepare the next drawer (see Fig. 3). One option for 
taking advantage of this time might be the incorporation of a second system, so that 
two drawers could be imaged in a partly overlapping time frame. Employing additional 
people to capture the images would not be more efficient (unless more than two systems 
are used at once), though having one person image the panoramas and another person 
stitch them after each batch reduces time. Another step that could be streamlined is 
data transfer, which could be done wirelessly if such technologies were incorporated 
(for example a wireless memory cards for the camera; http://www.eye.fi/). Additionally, 
upgrading the entire system to use a Digital SLR would enable options for wireless file 
transfer, but at a greater total cost (in addition to the cost described below in Advantages 
of GigaPan). However, the small amount of time saved may not be economically worth 
it. An automated batch stitch and upload could be initiated overnight to save man 
hours, though software for doing so is not yet available. The only drawback would be 
the inability to identify and correct errors in the batch process until after time has been 
spent stitching the panoramas (as noted in Blagoderov et al. 2010).

There is a need to formulate objective ways to evaluate the quality of the pano-
ramas, from aesthetics like resolution, exposure and clarity, to more scientific criteria 
such as the potential for identifications and the amount of data that can be observed 
in the drawers (e.g., from labels). Furthermore, errors, such as those encountered dur-
ing capture and stitching (usually involving out of focus images and misaligned tiles, 
respectively), were usually identified before uploading, but some subtle ones still exist 
in panoramas present online. To rectify the situation it will be beneficial to identify the 
visual clarity of the panoramas and any persisting errors; crowd sourcing the panora-
mas to determine these quality metrics could help to expedite the process.

General issues for mass imaging insect drawers

Imaging entire insect drawers with any system has its drawbacks. The following were 
identified by the authors early on, and reiterated in responses on a survey of the utility 
of the drawer panoramas for research (Hammond MS Thesis in prep).

Panoramas of pinned specimens tend to show only some angles of the insects; 
dorsal and some lateral aspects are usually visible, but ventral views are generally ob-
scured. Limiting the observable amount of a specimen limits the power of these images 
for determining some species, especially ones where diagnostic characters are located 
in obscured areas. Lack of good image resolution and magnification associated with 
ordinary camera optics also hinders identification, especially for smaller specimens. 
Though higher magnification and resolution can be obtained for these panoramas, it 
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usually involves taking more photos of each drawer (increasing time needed for the 
entire project) and purchasing special lenses that are often expensive and not always 
available for the system being used. Another result of a single overhead panorama is 
that larger specimens can hide labels, further reducing the amount of information 
available to viewers.

Collections are consistently being updated and curated, thus many panoramas 
derived from such a project will become out dated at different rates and not fully 
represent the current state of the collection. This occurs as specimens are added to and 
moved around the collection, rendering the drawer images inaccurate, especially in ac-
tive sections of the collection. As such, we consider these panoramas to be “snapshots” 
of each drawer at the time of imaging, and we provide a date on each drawer after the 
initial capture to hopefully aid in future evaluations of the true level of change (or 
stasis) for each drawer. A method for labeling the level of curation on each drawer post-
panorama (e.g., number of specimens added or taken from each drawer) would help to 
determine which drawer images need to be updated, though such a system is not yet 
fully formulated and could be complicated to implement and enforce.

Advantages of GigaPan

Using GigaPan technology for drawer imaging is ideal in a number of ways. The entire 
system described here cost approximately $1,500 (US):

•	 GigaPan Epic 100 (~$450)
•	 Canon G11 (~$500)
•	 lighting (~$500)
•	 copy stand (~$100)
•	 other accessories (~$50)

Upgrading to an Epic Pro (http://gigapan.org/cms/shop/epic-pro), with a Digital 
SLR camera and its lenses, would increase the overall price by about $3,000. The 
moderate price of the system described here is financially accessible to many different 
collections: from small, personal collections to those with millions of specimens. The 
system is user-friendly, under normal circumstances after setup, initial data can be 
captured quickly and easily. The software is also easy to use and avenues for support 
are readily available through GigaPan.com. Furthermore, the ability to customize and 
adapt the system is highly advantageous because it does not limit the purchaser/user to 
particular hardware. For example, if a collection/laboratory already has an acceptable 
camera, it has the potential to be coupled with the system without the need to pur-
chase a new one. Also, because the system was initially developed for work in the field, 
it could easily play a role in both “lab bench” research (as described here) and remote 
field work. Finally, the infrastructure to easily host, discuss, and annotate these im-
mense panoramas is already present (i.e., GigaPan.com) and thus alleviates the need to 
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invest in ways to locally disseminate the product (e.g., buying personal servers). All of 
these factors contribute to increased accessibility, a critical component for widespread 
adoption. The formation of a vast online community of collections, and the resulting 
communications, could be contingent on this ease of adoption.

Limitations of GigaPan

The main difference between GigaPan and other image capturing/stitching systems is 
that the robot and camera are fixed and rotate around a central point. XY coordinate 
systems, on the other hand, pan across a fixed area and are shot in the same horizontal 
plane and at the same distance. Because GigaPan rotates around a point, there is always 
some curvature/distortion to the images (Fig. 6). The level of curvature is proportion-
ate to the distance the unit is from the subject and the zoom (Fig. 7). Though the 
stitch software adjusts for these effects, measurements being made from the panoramas 
would not be accurate in portions of the image (see Results for distortion effects). 
Insects near the bottom of the drawer and their unit tray labels can be blocked by 
the leading edge of the unit tray, especially small trays with specimens close to the 
top edge. Additionally, while other drawer types (e.g., Cornell & California Academy 
styles) with similar dimensions should be easily accommodated using the methods de-
scribed here, larger or custom drawers will need a greater distance between the insects 
and camera to keep the curvature to a minimum; this in turn would compromise the 
magnification of the images (without the use of special lenses). However, the curvature 
does allow for viewing vertically-oriented header labels in unit trays in the upper half of 
the panorama, more angled views of the insects (i.e., their sides), and specimen labels 
that are less hidden by the body of the insect (usually more hidden with a completely 
over-head camera, i.e. XY system). All of these results can actually be advantageous 
because they permit more information to be displayed in the panorama.

Other considerations are necessary for utilizing the system to its fullest. For an 
efficient workflow, an AC adapter should be integrated into the unit. The GigaPan 
robot normally runs on batteries that are quickly drained after several panoramas are 
shot. Rechargeable batteries last somewhat longer, but still need to be recharged and 
put back in the robot, which is time consuming; it also moves the robot, negating 
any saved coordinates and reducing overall efficiency. Integrating the adapter requires 
electrical knowledge, but can be done (Sargent et al. 2010). If the panoramas are going 
to be represented online an internet connection is necessary, preferably one with fast 
upload speed. This may be a limitation for some collections.

Annotating the panoramas on Gigapan.com is not as sophisticated as necessary 
for highlighting specific structures on an insect. Presently, only a rectangular snapshot 
can be made of an area in the panorama; more detailed description is then required 
to signify what the snapshot is showing. The development of better tools that could 
highlight specific structures would be beneficial for communicating information held 
within the panoramas.
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Future goals

The utility of a Digital SLR equipped with a macro lens should be tested for this system. 
We anticipate higher quality images with better resolution of smaller specimens using 
better optics, though we do not entirely know how larger cameras and lenses (and their 
intrinsic characteristics) will affect the process. This would require both an SLR camera 
and a larger GigaPan robot (i.e., Epic Pro). Adding a step for post-processing images in 
photo editing software (e.g., Adobe Photoshop) prior to stitching, in order to enhance 
the sharpness, color and exposure of the panoramas, may improve final image quality.

Ongoing efforts to database the collection and apply unique specimen barcodes 
could be integrated into the final product. Already several drawers online have barcod-
ed specimens (for example http://gigapan.org/gigapans/69756), though most barcodes 
are obscured under other labels to save space. However, modifying drawers to have the 
barcodes visible could allow people browsing the collection to scan the codes on their 
computer screen to access relevant label data or populate a list of specimens needed for 
loan. The system could be useful for tracking specimens that move between drawers 
and link them to their placement in the most current panoramas.

Many future goals involve enriching these panoramas by integrating more layers of 
information. We anticipate adding more keywords to each panorama to enable more 
powerful searches. These would include lower taxonomic ranks (subfamilies, tribes, 
genera, and species) and perhaps general localities. There is a great benefit to link-
ing other information to the panoramas. For instance, a snapshot of one species (or 

Figure 7. Illustration of the panning angle with the GigaPan robot at different heights. A higher than 
described B as described C lower than described.
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a series of specimens of one species) could be linked to the species’ detailed images 
found on Morphbank (http://www.morphbank.net/), biodiversity information from 
GBIF (http://www.gbif.org/), genetic sequence data from Genbank (http://www.ncbi.
nlm.nih.gov/genbank/), and other sources like the Encyclopedia of Life (http://eol.
org/), Tree of Life project (http://tolweb.org/tree/), and many others. Additionally, if 
structures can be more accurately annotated (see Limitations of GigaPan), they could 
be linked to data present in various anatomy and phenotypic ontologies (e.g., OBO 
Foundry; http://obofoundry.org/). The possibilities are vast, but would require some 
added infrastructure and resourcing to achieve these results.

Other research avenues for these panoramas should be assessed. Can specimens 
in the image be analyzed and identified using a computer algorithm and machine 
learning? Can text information be extracted from the visible labels? With correction 
techniques, can accurate measures and morphometric analyses be performed? Could 
we use these panoramas to profile the state and quality of each drawer in the collection 
(similar to criteria described in McGinley 1993 and Favret et al. 2007)? What can the 
panoramas tell us about color patterns within and between species? These are a few of 
the uses envisioned, though they are by no means the only possibilities.

Conclusions

Overall, this project has generated excitement among entomologists and museum col-
leagues, which is encouraging for the future utility and adoption of this system. Many 
experts readily recognize the utility of drawer GigaPans, and the project has triggered 
several conversations about how to extend their outreach and research potential, as 
well as their ability to increase institutional awareness (both internally and externally). 
Though there are concerns about the full utility of these panoramas, especially the 
quality and nature of the images for identifying some insects, and their accuracy after 
the drawer contents go through curation, the low cost, ease of use, moderate speed, 
and online support make this technology a feasible system for imaging and sharing 
insect drawers from many settings.
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Abstract
Traditional approaches for digitizing natural history collections, which include both imaging and 
metadata capture, are both labour- and time-intensive. Mass-digitization can only be completed if the 
resource-intensive steps, such as specimen selection and databasing of associated information, are mini-
mized. Digitization of larger collections should employ an “industrial” approach, using the principles of 
automation and crowd sourcing, with minimal initial metadata collection including a mandatory persis-
tent identifier. A new workflow for the mass-digitization of natural history museum collections based on 
these principles, and using SatScan® tray scanning system, is described.
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Digitization, imaging, specimen metadata, natural history collections, biodiversity informatics

Introduction

Natural history collections are of immense scientific and cultural importance. Specimens in 
public museums and herbaria and their associated data represent a potentially vast reposi-
tory of information on biodiversity, ecosystems and natural resources for the widest range 
of stakeholders, from governments and NGOs to schools and private individuals. Numer-
ous examples of the uses to which biodiversity data derived from natural history collections 
have been put in research on evolution and genetics, nature conservation and resource 
management, public health and safety, and education are widely available (summarized in 
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Chapman 2005, Baird 2010). The universe of natural history collection data has been esti-
mated to be between 1.2 and 2.1 × 109 units (specimens, lots and collections) (Ariño 2010). 
To ensure efficient access, dissemination and exploitation of such an immense wealth of 
biodiversity relevant data, it is evident that a well-coordinated and streamlined approach to 
global digitization is required, in particular because it is absolutely essential for the scientific 
value of the generated data that the outputs (images, metadata, etc.) are linked together and 
also back to the original specimens via unique identifiers (uIDs).

In recent years, substantial efforts and resources have been invested into the digi-
tization of natural history collections, with museums and herbaria routinely employ-
ing specimen level collection databases to replace older, paper-based card indexes 
and ledgers. In theory, this should make dissemination of specimen data through 
biodiversity informatics portals such as the Global Biodiversity Information Facility 
(GBIF; http://www.gbif.org/) very simple and straightforward. However, the truth 
is that natural history collections are almost as far from complete digitization as 
they were 20 years ago. Ariño (2010) estimated that no more than 3% of biologi-
cal specimen data is web-accessible through GBIF, the largest source of biodiversity 
information. Consequently, there is neither a central database of collection holdings, 
nor a complete collection index available to users. The reason for this deficiency is 
partly the immense effort it would take to digitize the vast number of collections 
units involved (Vollmar et al. 2010). The cost of traditional digitization workflows 
is vast, both in financial and human terms. Our simple calculations have shown that 
complete databasing of the ~30 million insect specimens housed in the entomologi-
cal collection of the Natural History Museum, London, would require 23 years of 
continuous work from the entire departmental staff to complete (65 people). De-
pending on the particular collections and curatorial practices used, estimates vary 
from US$0.50 to several dollars per specimen to capture full label data (Heidorn 
2011). The cost of traditional imaging and databasing of every natural history object 
in all European museums was recently estimated as €73.44 per object (Poole 2010). 
Thus, the complete digitization of all natural history collections may cost as much as 
€150,000 million, and take as long as 1,500 years.

The most common solution proposed to overcome the enormous cost of digitiza-
tion is prioritization based on user demand (Berents et al. 2010). Currently, most 
digitization projects concentrate their efforts on obtaining high quality images of se-
lected specimens accompanied by high quality data (e.g., comprehensive and expertly 
interpreted label information) rather than total collections coverage. Such specimen-
centric digitization efforts are thus inevitably fragmented into numerous small-scale 
and labour-intensive projects that usually image single specimens, one at a time.

To solve the problem of cost, as well as the inherent fragmentation in collec-
tion based biodiversity informatics, new, industrial-scale approaches to digitization are 
clearly needed. The larger a digitization project becomes, the lower are the transaction 
costs and thus the lower is the cost per specimen. Such an industrial-scale process must 
necessarily fulfil certain standardized criteria if it is to be of use to and adopted by a 
wide spectrum of natural history collections:
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–	 As much as possible of the procedure must be automated, except when physi-
cal handling of specimens is necessary.

–	 The approach should, whenever possible, focus on “wall-to-wall” total digitiza-
tion of entire collections, because it is faster to digitize an entire collection than 
to select individual specimens or drawers of particular interest.

–	 Complicated labour-intensive procedures must be divided into a series of  
separate, shorter steps, each with a distinct outcome. For example, preparation 
of specimens for imaging should be a separate step from the imaging itself; and 
unique specimen identifiers can be assigned simultaneously to all specimens in 
a drawer rather than individually and sequentially. Such a modularised process 
can then be more easily crowd-sourced among the professional and volunteer 
communities. Properly organized crowd-sourcing projects would be able to mo-
bilise the efforts of thousands of enthusiasts around the world (Hill et al. 2012).

–	 Collection of metadata must be simplified and standardized. In most cases, digi-
tal representation of the specimen and minimal metadata (uID, specimen loca-
tion in the collection) is sufficient for collection management purposes. Only 
minimal information should be collected when initially digitizing an entire  
collection, but in such a way that it can be amended and expanded upon later.

Here we describe a new method for “wall-to-wall” mass-digitization of natural 
history museum collections based on the SatScan® tray scanning system. The method 
allows for standardized scanning of museum collection trays of the highest image qual-
ity possible, followed by simplified (and easily expandable) collection of metadata.

Methods

The Natural History Museum (NHM), London, has been working with SmartDrive 
Limited (http://www.smartdrive.co.uk/) since 2009 on the development of one of the 
company’s products, the SatScan® collection scanner (Fig. 1). From this collaboration, 
we have developed a workflow that we consider meets our needs for the industrial-scale 
digitization of a significant part of the NHM’s collections. The system is particularly 
suited to the digitization of multiple, uniformly mounted or laid out specimens, such 
as pinned insects and smaller geological or mineralogical objects in standardized collec-
tion drawers, horizontally-stored microscope slides and herbarium sheets.

The digitization workflow envisioned for the NHM (Fig. 2) comprises three steps:

Imaging

The SatScan® collection scanner is capable of producing high-resolution images of en-
tire collection drawers (see Table 1, Blagoderov et al. 2010, Mantle et al. 2012). The 
specific configuration of the system has changed somewhat from that described in 
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the report, such that now a USB CMOS UEye-SE camera (model # UI-1480SE-C-
HQ, 2560×1920 resolution) is used in combination with Edmund Optics telecentric 
TML lenses of 0.3× (#58428) and 0.16× TML (#56675). A camera with attached 
lens is moved in two dimensions along precision-engineered rails positioned above 
the object to be imaged. A combination of hardware and software provides automated 
capture of high resolution images of small regions of interest, which are then assembled 
(“stitched”) into a larger panoramic image, generating the final image of the entire 
drawer. This method maximizes depth of field of the captured images and minimizes 
distortion and parallax artefacts. Analogous solutions for large-area imaging which 
have been developed independently include GigaPan (Bertone et al. 2012), MicroGi-
gaPan (Longson et al. 2010) and DScan (Schmidt et al. 2012).

Metadata capture

A prototype software program, Metadata Creator, has been designed to allow fast cap-
ture of specimen data and associating these with the image of the specimen (Fig. 3). 
Users can mark individual specimens on the panoramic image by drawing rectangular 
boxes around them, selecting these areas and annotating them individually or in batches. 
Methods for marking the specimen, editing regions of interest and selection of multiple 
specimens are analogous to those used in many common graphic applications and so 
will be familiar, even to inexperienced users.

Specimen metadata is captured in a series of fields that are compatible with the 
Darwin Core 1.4.1 schema (http://rs.tdwg.org/dwc/) and which can be customized 
to particular user requirements. To maximize throughput, only basic metadata are  
collected at this stage. These will generally include a unique collection number of every 
specimen (see below, barcodes), collection identification (to the available curatorial 
level, e.g. to species/subspecies for the “Main Collection” and family/order for un-
sorted accessions), and, if possible, biogeographic region/country. Taxon names are 
looked up from an index derived from the NHM Collections Management Database. 
A completed project comprises a folder with an archival image of the drawer, full-reso-

Figure 1. SatScan imaging: a SatScan machine b specimens being imaged c individual frames aligned 
d fragment of a stitched image; final resolution of the stitched image ~11 lines/mm.
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Figure 2. Image based digitization workflow consisting of four stages: Imaging, Metadata capture, 
Institutional databading and Publication.
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Table 1. Resolution and depth of field of the system as compared with a Canon EOS450D DSLR camera 
using a Canon MP E-65 macrolens (USAF: the smallest resolvable element on 1951 US Air Force resolu-
tion test chart; MRD: minimal resolved distance, size of the smallest visible object on image)

Objective Sensor Resolution Aperture Depth of Field, mm
Resolution

USAF Lines/mm MRD, μm

SatScan 
0.16× lens

1280×960
Open 5 3–4 11.3 44
Dot 10 3–4 11.3 44

Closed >70 2–5 6.35 79

2560×1920
Open 5 4–3 20.16 25
Dot 14 4–1 16.0 31

Closed >70 3–2 8.89 56

SatScan 
0.3× lens

1280×960
Open 2.5 4–2 17.95 28
Dot 4.5 4–2 17.95 28

Closed 30 3–4 11.3 44

2560×1920
Open 1.5 5–3 40.3 12
Dot 3 5–2 36.0 14

Closed 35 3–5 12.7 39

Canon MP-
E65 lens, 1× 4272×2848

2.8 0.5 5–6 57 8.8
16 4 - - -

Canon MP-
E65 lens, 5× 4272×2848

2.8 <0.3 8–1 256 2
16 2 6–2 71.8 7

Figure 3. Metadata Creator software: a–c working areas a drawer image b specimen records c annota-
tion fields d tool selector e unique IDs.
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lution images of individual specimens cut-out from the drawer image, and an XML file 
containing annotations and links to specimen images (Appendix 1). Trials have dem-
onstrated that 10–20 seconds per specimen is required to capture basic metadata using 
the Metadata Creator Software. A unique ID for the drawer is also recorded. As the 
NHM Collection Management System already includes a complete collections index (a 
brief description of the content of every drawer), no additional information is required.

Assigning uIDs

Every specimen is assigned a unique number under which it will be registered in the 
NHM Collections Management Database. It is a requirement of collections manage-
ment procedures that a label bearing the specimen’s uID is attached to the specimen. 
To streamline this part of the process, it is subdivided into the following steps:

1.	 A sequence of unique numbers is generated from the NHM Collections Man-
agement Database.

2.	 Labels that include both a human-readable number and a machine-readable 
barcode are printed.

3.	 The operator labels the specimens by selecting a specimen on the drawer image, 
pinning a label under the specimen, and scanning the barcode, thereby adding the 
uID into the corresponding field of Metadata Creator. Barcodes can be pinned 
facing up or down depending on curatorial practice; the former has the advan-
tage of visibility on the image. In this case imaging, of course, has to take place 
after assigning uIDs. Images of individual specimens for which the metadata have 
been collected and individual numbers assigned are automatically marked on the 
drawer image with a grey spot, allowing easy visualization of progress.

4.	 When all specimens have been labelled and recorded, the XML file and 
corresponding specimen images are imported into the NHM Collections 
Management Database.

We must emphasize that Metadata Creator is a prototype software application; 
much more development is needed for to perfect its functionality, user interface, and 
integration with the Museum’s information systems.

Results

A preliminary assessment of the SatScan® system was undertaken and reported upon 
by Blagoderov et al. (2010). Based on their findings, a series of recommendations were 
made for improvements and possible longer term developments to the hardware, soft-
ware, imaging system and ergonomics. An updated system was delivered to the NHM in 
September 2011 and further trials were then conducted. This newer version of SatScan® 
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provides non-extrapolated resolution of the final images from 11.3 to 40.3 lines/mm 
and a minimum resolved distance of 79 to 12μm, depending on the lens and sensor 
settings employed (Table 1). The maximum depth of field has been increased slightly 
from 80mm to 85mm. Although focus stacking is implemented in the current version 
of the system, in most cases it is not necessary. For the majority of collections drawers, 
specimens are presented at a more-or-less uniform height and within the available depth 
of field; focus stacking is really only necessary for those drawers where specimens are 
pinned at markedly different heights or are particularly deep (e.g. fossils and mineralogi-
cal samples). The average time to scan a typical collection drawer without focus stacking 
is between four and six minutes, depending upon size (eight to ten minutes including 
logistics, Table 2). This generally translates to about two seconds per specimen. Thus, in 
a working day, an operator could image up to 70 drawers. These would then be stitched 
into the final images using an overnight batch process (see average figures in Table 2). 
The resulting images vary in size from 0.3 Gpx to 5 Gpx (109 pixels; 250 MB – 3 
GB compressed TIFF files) depending on the imaging area, lens and resolution used. 
However, use of the highest resolution in mass digitization projects may not always be 
practical. We did not conduct extensive tests with the highest resolution of camera/
higher magnification of lens because a 64-bit version of software is needed to handle 
the stitching process for files of this size, and this was not available at the time of trials.

The part of the process that involves marking of specimens and metadata capture 
using Metadata Creator has not been as thoroughly tested and we have yet to trial the 
part of the procedure that produces barcode labels and attaches these to specimens. 
However, preliminary results involving mock elements indicate that it will take about 
ten seconds per specimen. This time will be extended for those specimens that already 
have a human-readable uID (a “BMNH(E)” number, for example) but no barcode 
label, because then the former will have to be manually entered into Metadata Crea-
tor and a new barcode label printed. However, relatively few NHM insect specimens 
(about 1.2%) have so far been databased and assigned a uID.

The entomology collections of the NHM have about 30 million insect specimens, 
mostly pinned, housed in 135,000 collections drawers. Assuming that 80% of the 
collection is appropriate to be imaged using the SatScan® system, rough calculations 
based on the above figures suggest that the entire collection could be imaged and basic 
metadata captured in 18 person-years.

Table 2. Scanning and stitching times for different types of drawers.

Drawer type
Number of 
drawers in 

trials

Dimensions, 
mm

Number 
of frames

Average scanning 
time (including 
logistics), min

Average 
stitching 
time, min

File size, Mb

Main 
collection and 

accessions
236

500×400  
or  

470×450

17×14  
or 

16×15
8.52 12.65±1.54 488.20±30.21

Rothschild 
and 

Rhopalocera
144

560x540  
or  

570x 555

21×17  
or  

22×17
10.13 25.41±4.21 715.90±89.58
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Discussion

Although images acquired through an industrial digitization process might be consid-
ered to be of limited use for taxonomic purposes, because they feature only one aspect 
of the specimens and may not contain necessary morphological details or label data, 
they could prove very useful for a variety of other purposes. Obvious collection man-
agement applications include improved collection audit and security, as well as improv-
ing accessibility of the collection. For research purposes, such acquired images could 
prove very valuable in morphometric analyses and phenological population studies. In 
addition, the public engagement aspect of industrial digitization activities should not 
be underestimated. Online public access to high resolution images and metadata will 
likely enhance public awareness of the importance of local and national collections (as 
well as engendering a sense of shared ownership). Moreover, high quality images will 
open up the possibility for fast and reliable automated or semi-automated specimen 
identification and thus encourage environmental “citizen-science”, such as recording 
distributional or abundance changes of key species.

Major problems remaining with the described approach are largely concerned with 
the time taken to scan specimens/samples and to collect metadata. Even with a simple 
approach, scanning a specimen takes approximately two to four seconds followed by 
10–20s for annotation and/or barcoding. Furthermore, only basic metadata are col-
lected under the scenario described above. Indeed, in the worst case, say a drawer of 
unidentified mixed organisms from several phyla, only a uID will be associated with 
each of the specimens. It may then be argued that this will compel museums and  
herbaria to create essentially incomplete records with which to populate their collection 
databases. However, such records are comparable to stub pages in Wikipedia, empty 
at the moment but capable of being filled and edited in due course. Indeed, there is a 
case to be made for the opposite viewpoint, that there is no point collecting complete 
metadata if these are not going to be used for any purpose. Finally, it should be noted 
that the industrial digitization process described above only works relatively seamlessly 
for more-or-less uniformly preserved and presented specimens, such pinned insects in 
drawers and herbarium sheets. It is unlikely to be satisfactory for pickled specimens in 
jars of ethanol. These collections may have to be digitized using a different protocol.

Approximately 90% of the time required for digitization is spent on capturing 
metadata and labelling specimens. While the latter involves physical handling of the 
specimens and must be performed by experienced staff, selection of specimens in the 
drawer images and annotation thereof can be undertaken in a virtual environment. 
In many cases, the basic information to be collected can be seen in the drawer im-
age. Implementing an open source web application that duplicates the functions of 
Metadata Creator and publication of drawer images using algorithms involving a 
pyramid of tiles (produced using Zoomify™ (http://www.zoomify.com/) or Google 
Maps (http://maps.google.com/), for example) will allow volunteers from around the 
world to participate in digitization of the collection and will decrease the time needed 
to process a specimen by at least 50%.
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The next step in facilitating the digitization process might be to undertake “vir-
tual curation”. Here, uIDs are assigned to each specimen, records are created in the 
collection management database and corresponding specimen images linked to these 
records, but the specimens themselves are not labelled until it becomes necessary to 
handle the specimen physically for some other purpose (curation, loan, identification, 
dissection, etc.). Of course, these procedural changes would require a major cultural 
shift for Collections Management staff.

Revised, though still simplistic, calculations now show that the entire NHM  
collection of insects could be imaged in 12.88 person-years and completely digitized 
without crowd-sourcing in 118 person-years. Collecting basic information and attach-
ing a barcode to a specimen would take approximately 10-30 seconds. Per-specimen 
cost under the current (2012) economic climate would thus be as low as £0.12. If 
we limit SatScan-based digitization to large and medium-size insects (up to 5 mm in 
length), the total time required is 58 man-years. This effort does not seem insuperable 
considering that the NHM insect collection is managed by 26 permanent curatorial 
staff, assisted by a number of people in short-term contracts and volunteers.

Despite the potential perceived drawbacks, image-based basic digitization can nev-
ertheless mobilize hundreds of millions of biological specimens in a relatively short 
period of time. It is estimated that entomological specimens constitute up to 40% 
of all natural history specimens (Ariño 2010). Some palaeontological, zoological and 
mineralogical specimens, including microscopic slides, are also stored in collection 
drawers and trays that are amenable to simultaneous imaging. Thus, the majority of 
natural history specimens could potentially be digitized using industrial imaging.

The return on investment in total collection digitization will be enormous. It 
will open up collections to the world, facilitating their use, and help create a global 
collection index that can be used to set priorities for further digitization. Basic digi-
tization of all the world’s holdings of insects (800 million specimens) could be com-
pleted in less than 4000 person-years. This may sound like a huge figure, but divided 
among approximately 1,300 collections and potentially tens of thousands of profes-
sionals and volunteers, the work could be completed much quicker, perhaps in only 
a few years. "Furthermore, emerging technologies in the near future will undoubtedly 
decrease time and costs, while increasing data quality. Complete image-based basic  
digitization of insect and plant collections would produce at least 30 Pb (1015 bytes) 
of data, which constitutes ~0.0006% of the current data hosted on the Internet. At 
£0.2 per specimen, the cost of digitizing 2,000 million natural history specimens may 
appear to be an eye-wateringly high figure of £400 million. However, divided among 
~4,000 natural history collections, this reduces to an average project cost of £100,000, 
which is equivalent to the size of a relatively modest research grant. To this the cost 
of imaging equipment must be added. At present, a SatScan system costs between 
£25,000 and £60,000, depending on the options to be implemented and the service 
agreement chosen, but less expensive alternative solutions are also being developed 
(Bertone et al. 2012, Dietrich et al. 2012, Schmidt et al. 2012).



No specimen left behind: industrial scale digitization of natural history collections 143

Regardless of the technology used, mass digitization will nevertheless follow the 
same general approach, which includes mechanisms that enrich digital media with 
specimen-level metadata. This enrichment will:

1.	 Facilitate open dissemination of data so that it can be discovered and accessed 
by stakeholders, reducing both the need for physical access to collections and 
the number of loans;

2.	 Enable large-scale manipulation and integration of collection data, supporting 
stakeholders in their monitoring and management of information on ecosys-
tems, biodiversity and natural resources;

3.	 Enhance curatorial activities, allowing the condition of loans to be tracked and 
reduce identification inaccuracies;

4.	 Protect biodiversity heritage by reducing the need to handle irreplaceable 
specimens;

5.	 Improve collections security by providing base-line images against which  
damage and thefts can be monitored;

6.	 Support disaster management, such that should the worst happen to a collec-
tion, its digital representation will continue to provide a valuable resource;

7.	 Raise natural history collections profiles, resulting in improved resources for 
further research;

8.	 Contribute beyond the traditional remit of museums and herbaria into new 
areas of interest, particularly education and public understanding of science; 
and

9.	 Support biodiversity legislation and data repatriation, which is an increasing 
requirement under both the 1992 Convention on Biological Diversity and the 
subsequent 2010 Nagoya Protocol on Access and Benefit-sharing.
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Appendix 1

An example of XML output of Metadata Creator.

<?xml version=”1.0” encoding=”utf-8”?>
<Project xmlns:xsi=”http://www.w3.org/2001/XMLSchema-instance” 

xmlns:xsd=”http://www.w3.org/2001/XMLSchema”>
<Templates>
<key>BMNHID</key>
<value>A unique identifier for the British Natural History Museum</value>
<key>GlobalUniqueIdentifier</key>
<value>A Uniform Resource Name (URN) as a unique identifier for the specimen 

or observation record. In the absence of a persistent global unique identifier, construct 
one in the form: [InstitutionCode]:[CollectionCode]: [CatalogNumber] Examples: 1) 
urn:lsid:nhm.ku.edu:Herps:32 2) FMNH:Mammal:145732</value>

<key>DateLastModified</key>
<value>The last date-time of publication when any of the data for the record were 

modified from the previous publication of that record. When publishing a record for 
the first time, use the publication date-time. Returns values as ISO 8601 date and 
time</value>

<key>BasisOfRecord</key>
<value>A descriptive term indicating whether the record represents an object or 

observation.
</value>
</Templates>
<Specimens>
<Specimen>
<DarwinCoreData>
<key>ImageURL</key>
<value>E:\test\T3\specimens\G1_2_0000.jpg</value>
<key>BMNHID</key>
<value> </value>
<key>GlobalUniqueIdentifier</key>
<value> </value>
<key>DateLastModified</key>
<value> </value>
<key>BasisOfRecord</key>
<value>preserved specimen</value>
</DarwinCoreData>
<SpecimenIndex>0</SpecimenIndex>
<ImageDimensions>
<Left>519.635599159075</Left>
<Top>1490.562857142857</Top>
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<Width>2247.9887876664334</Width>
<Height>3511.8564285714283</Height>
</ImageDimensions>
</Specimen>
<Specimen>
…………………………………………………………………………………

……………………………………………………………………………………
…………………………………………………………..

</Specimen>
</Specimens>
</Project>



Whole-drawer imaging for digital management and curation of a large entomological collection 147

Whole-drawer imaging for digital management and 
curation of a large entomological collection

Beth Louise Mantle1, John La Salle1, Nicole Fisher1

1 Australian National Insect Collection, CSIRO Ecosystem Sciences, GPO Box 1700, Canberra, ACT, 2601, 
Australia

Corresponding author: Beth Louise Mantle (beth.mantle@csiro.au)

Academic editor: V. Blagoderov    |    Received 2 April 2012    |    Accepted 25 June 2012    |    Published 20 July 2012

Citation: Mantle BL, La Salle J, Fisher N (2012) Whole-drawer imaging for digital management and curation of a large 
entomological collection. In: Blagoderov V, Smith VS (Ed) No specimen left behind: mass digitization of natural history 
collections. ZooKeys 209: 147–163. doi: 10.3897/zookeys.209.3169

Abstract
Whole-drawer imaging is shown to be an effective tool for rapid digitisation of large insect collections. 
On-line, Whole-drawer images facilitate more effective collection management, virtual curation, and pub-
lic engagement. The Whole-drawer imaging experience at the Australian National Insect Collection is 
discussed, with an explanation of workflow and examples of benefits.
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Introduction

“Existing taxonomic processes have served us well for centuries but are clearly inad-
equate for the challenge at hand. The taxonomic community must rally around a com-
mon vision……It is time to approach taxonomy as a large scale international science.”

Quentin Wheeler, Peter Raven and Edward O. Wilson
Science, 2004

Libraries of printed material experienced a renaissance in the 1990s when docu-
ments were made available in a standardised, portable, digital file format, the PDF. 
The benefits of producing publications in both physical and digital formats were im-
mediately clear: secure, space-efficient, resource-efficient, economical, accessible, and 
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so on. Arguably, the most important benefit of digitised publications is the ability to 
search the text within the literature, thus delivering a wealth of previously unknown 
and/or inaccessible data and information to users.

Natural history collections are libraries of temporal and spatial biodiversity infor-
mation (Drew 2011). The data in these biological libraries are physically attached to 
individual specimens and, as a minimum, include information about when and where 
the specimen was collected, who collected it, and in the case of images what it looks like.

‘Traditional’ digitisation or databasing (i.e. entering label data from, or taking pic-
tures, of individual specimens) of insect collections is inexorably slow, thus large entomol-
ogy collections must seek alternative, large-scale approaches for improving delivery of 
biodiversity and taxonomic data to the world (Johnson 2012). Whole-drawer imaging of 
entomology collections is a digitisation method that is gathering momentum in a number 
of institutions, including the Australian National Insect Collection (ANIC) (Mantle et al. 
2011), the Natural History Museum in London (BMNH) (Blagoderov et al. 2010) and 
the North Carolina State University (NCSU) Insect Museum (Bertone and Deans 2010). 
This technique produces high-quality, ultra-high resolution images of whole drawers or 
trays of insects for online display and extraction of specimen metadata. The resulting im-
ages of the specimen (and sometimes associated label) can be viewed, downloaded and an-
notated, thus providing collections and users with a remote resource for auditing, curating 
and accessing the collection without physically handling the specimens.

This paper will discuss the whole-drawer imaging project currently underway at 
the ANIC and provide an assessment against the predicted outcomes for the project. 
We predict that delivery of high-resolution whole-drawer images will:

1.	 Promote and encourage remote curation of unsorted specimens;
2.	 Deliver insect specimen metadata;
3.	 Assist with loan requests;
4.	 Provide a method for auditing the collection;
5.	 Permit morphometric analysis of at least some specimens; and
6.	 Encourage public engagement with biological collections.

Materials and Methods

Equipment

Imaging of collection drawers within ANIC takes place by the use of a SatScan™ pro-
totype imaging system (Figure 1), developed by SmartDrive Ltd (http://www.smart-
drive.co.uk). At the time of purchase in 2010 the complete system cost approximately 
AUD$80–100,000.

The SatScan system uses a combination of hardware and software that automati-
cally captures a series of 200-400 “tile” images at precisely monitored positions. These 
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tile images are then assembled (“stitched”) together to form an extremely high-resolu-
tion final image of a drawer of insects.

The ANIC SatScan uses a Basler A631FC 1/2” CCD camera with Edmund 
Optics 0.16× telecentric lens #NT56-675 that moves in two dimensions along pre-
cision rails positioned above the drawer. In this way, the SatScan creates images 
with minimum distortion, no parallax artefacts and improves the overall coherence 
of the image. Therefore, all specimens are perfectly imaged with no occlusion from 
unit tray boxes and with uniform scale so that accurate measurements are valid 
anywhere throughout the image.

Framework surrounding the camera and lens is clad in a dark plastic material that 
contains twelve internal fluorescent tube lights for providing adequate light for short 
exposures (20–40 ms). The framework shields the drawers from surrounding ambient 
lighting, which could interfere with the controlled illumination inside the SatScan ma-
chine. The internal lighting is constant (not flashing) and the system operates quietly 
so as to not be obtrusive to the working environment.

Workflow

The SatScan captures sequential “tile” images (200 – 400 per drawer) during working 
hours, and then automatically “stitches” the tile images overnight to achieve a whole-
drawer image. Essentially, the system captures and accurately mosaics together tile im-
ages to assemble a single, large image, covering the entire drawer area.

Given an average capture time of 5–7 minutes per drawer, a skilled operator can process 
up to 60 drawers of specimens each day, and up to 90 final pictures can be stitched in 12 
hours (e.g. overnight). These times are typical for a trained operator and bug-free software.

Figure 1. The SatScan imaging system used in ANIC. Shown here with the front cover removed.
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Each drawer was assigned a unique identifier that also acts as a location code for 
the drawer within the collection. In addition, the unique identifier is the filename of 
the image (note – this identifier is not a GUID or LSID and is for internal ANIC use 
only). Hence, the image file and actual drawer can always be associated together. Fig-
ure 2 demonstrates the workflow process for digitisation of whole drawers in ANIC.

Output specifications for imaged ANIC drawers:

•	 Field of view: 35.5 × 27.5 mm
•	 Original tile images: 1280 × 960
•	 Final images: up to 21000 × 21000
•	 Resolution: ~35 px/mm
•	 Minimal resolved structures: 0.06–0.1 mm
•	 Depth of field: 10–80 mm
•	 File formats: 24bit BMP or LZW-compressed TIFF
•	 File size (15000 × 14000 px): ~780Mb (BMP), 340Mb (TIFF)
•	 Exposure: 1–1000 ms
•	 Capture time of 480 × 500 mm drawers: 5–7 min, depending on exposure
•	 Stitching time, 200–400 tiles: 5:30–9:30 min

Image Delivery

Whole-drawer images were uploaded to Morphbank-ALA image repository (http://
morphbank.ala.org.au), where they can be viewed and navigated at a high resolution 

Figure 2. Workflow process in ANIC to Digitise whole drawers of insects and load images into 
Morphbank-ALA
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(i.e. images are zoomable), edited, annotated and shared amongst the collections com-
munity, researchers and clients. Morphbank-ALA is a multi-concurrent user, web-
based system, supported by all current mainstream browsers. The software is free, 
open-source and server-based. Images must be imported to make use of the manage-
ment system, however the next version should enable referencing to externally stored 
images. Metadata is captured as a DarwinCore record and can be supplemented by 
additional user defined attributes. The system allocates stable, unique identifiers to 
images, which can be linked to and referenced in external publications. The system 
treats images as a representation of a specimen thus the subject in the image is the most 
important object, not the image itself. Morphbank supports assignment of taxonomic 
determinations and hierarchy to specimens, it supports groups and role-based security 
allowing for image collections to be maintained privately, within confined membership 
groups, and/or published to the public domain.

A typical ANIC entomology drawer measuring 480 × 500 mm produces a final 
image of 15000 × 14000 pixels, and file size of ~780MB (BMP) or 340MB (TIFF). 
Figure 3 shows an example of a TIFF drawer image displayed on the Morphbank-ALA 
website with the persistent URL http://morphbank.ala.org.au/?id=2075549.

At the time of publication, more than 1,500 whole drawer images were available on 
Morphbank-ALA. Images can be viewed by browsing the CSIRO-ANIC Group of images.

Figure 3. A whole-drawer image displayed in MorphbankALA for online for viewing, editing and down-
load. Image properties: 17,003x16,425 pixels, 30 MB (JPEG), and 464 MB (LZW compressed TIFF).
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Results and discussion

There are many challenges facing collections that plan to digitise specimen data, in-
cluding: lack of funding support, loss of staff with the expertise required to accurately 
curate and identify specimens, and difficulty obtaining the appropriate technology 
and equipment (Vollmar et al. 2010). Some disciplines face greater barriers to dig-
itisation than others. Entomological collections are particularly difficult. Insects are 
generally mounted on pins with very small labels attached beneath the specimen. To 
access the data, the specimens must be handled, the label removed from the pin and 
the associated data decoded and entered into a database. This is equally true for imag-
ing individual specimens.  Both forms of digitisation (data-basing, imaging) are time-
consuming, and place the specimen at increased risk of damage through handling. 
Furthermore, entomology collections are large and contain significantly greater num-
bers of individual specimens than other zoological collections. The Natural History 
Museum in London (BNHM) boasts 28 million specimens (BMNH website), and 
the Smithsonian National Museum of Natural History (SNMNH) estimates hold-
ings at more than 35 million specimens (SNMNH website).

The ANIC is the world’s largest collection of Australian invertebrates and is com-
prised of approximately 12 million pinned, slide-mounted and fluid-preserved speci-
mens. Based on the estimated number of specimens, and the current rate of ‘traditional’ 
digitisation at the ANIC, it will take a further 250 years to database the entire collection.

Whole-drawer imaging offers a rapid digitisation method that complements tra-
ditional databasing and has increased the rate of digitisation at the ANIC. At the time 
of publication, more than 1,500 collection drawers (from a current total of 22,000 
drawers) have been imaged and uploaded to Morphbank-ALA . Although this project 
is in its early stages, the value of capturing and delivering whole-drawer images online 
is becoming clear.

Remote curation of unsorted specimens

Ultra-high resolution images of whole insect drawers provide enough morphological 
detail to facilitate identification of specimens remotely, which could contribute towards 
unblocking a significant “bottleneck” in the curation chain (Beaman et al. 2007). The 
expertise to provide accurate and reliable identifications of particular groups is often 
unavailable within a collection and therefore specimens cannot be appropriately iden-
tified internally. As such, entomology collections rely on visiting researchers to provide 
identifications and advice regarding reorganization of the collection, in this case by 
bringing the expertise to the specimens. However, online delivery of whole-drawer im-
ages brings the specimens to the expertise, wherever they are located, and increases the 
opportunity for specimens to reach a useful level of identification.

For example, an image of an unsorted drawer of Hemiptera specimens 
 (Figure 4) was displayed to illustrate the size and quality of the images produced 
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by the drawer scanner at the annual Australian Entomological Society conference 
in 2010. Almost immediately, several Hemiptera experts seated in the audience 
began calling out identifications for the specimens in the image. This exercise dem-
onstrated the potential for remote curation of collections based on identifications 
of specimens in whole-drawer images.

The level of taxonomic identification using whole-drawer images varies, and is 
dependent on a number of factors:

1.	 Size of the specimens. Visual detail of diagnostic characters increases with the 
size of the specimens being imaged.

Figure 4. Whole-drawer image of unsorted Hemiptera specimens with identifications provided by a 
remotely located expert, Dr Murray Fletcher. This drawer was subsequently re-curated according to the 
identifications, with specimens accessioned into the appropriate locations within the ANIC Hemiptera 
collection. See Appendix 1 for full list of remote identifications.
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2.	 Complexity of the group. Some specimens will be unidentifiable, regardless of the 
quality of the image, because the group is geographically, morphologically or be-
haviourally complex. Non-morphological or non-visual characters, such as internal 
genitalia, genetics or behaviour, may be required to differentiate many species.

3.	 Taxonomic understanding of the group.  A specimen that belongs to a group 
that is taxonomically poorly known and/or understood will be difficult to 
identify to species from an image alone. However, increased levels of curation 
(e.g. family level to genus level) can be achieved in almost all groups.

Images of drawers from sections of the collection that are being actively curated 
or revised are at risk of becoming obsolete. The imaging workflow should allow for 
versioning of images. Furthermore, each drawer is uniquely identified with barcodes 
so that changes as a result of curation or revision are captured and the drawer is 
flagged for re-imaging.

Insect specimen metadata

Emerging technology that can extract specimen level metadata from images of whole-
drawers, specimens and specimen labels will revolutionise digitisation of entomological 
collections. While whole-drawer images comprised of large specimens may facilitate 
species identification, images of small specimens have a higher probability of revealing 
useful and extractable label data. This is illustrated by Figure 4, which shows an un-
sorted drawer containing both large and small specimens. The small specimens are hard 
to identify; however, as Figure 5 shows, the labels associated with smaller specimens are 
almost completely unobstructed from view. It is hoped that, in the future, specialised 
software will be capable of scanning the image, extracting and recognising the printed 
text associated with specimens, and automatically creating a searchable database record.

Specimens for which label data are obscured may benefit from the use of barcodes 
or QR codes. These codes contain the specimen metadata, are small and thus conserve 
space in a drawer or unit tray, and can be easily read from the specimen itself, or an 
image of the specimen, using a smart phone with the appropriate software. Figure 6 
provides an example of a QR code attached to a large insect, with label data that can 
be accessed from an image:

Loan requests

Requests for loans of material from entomological collections are a resource-intensive 
process. When a request is received, collections staff assess whether relevant material is 
available (that is, a significant proportion of the material may be unsorted or unidenti-
fied), make value judgements on which material is suitable for loan (for example, dam-
aged specimens would not be acceptable, while type specimens are often excluded from 
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loan requests), complete the appropriate loan and permit paperwork, and securely 
pack and post the specimens (postage represents a significant expenditure for many 
large and active collections).

In some cases, the borrowed material does not match the needs of the requestor 
(for example, the material has been incorrectly identified, or was collected from ir-
relevant localities). Some loans may consist of up to tens of thousands of individual 
specimens, requiring days or weeks of preparation.

High-resolution whole-drawer images provide a ‘virtual collection’ for researchers 
to access and browse for specimens of interest. The images are detailed enough for po-
tential borrowers to judge for themselves if relevant material exists, and whether they 
wish to request a loan. This delivers a number of savings to the lending institution:

1.	 Staff are not required to spend time searching the collection for relevant material.
2.	 If relevant, loanable material is available, the borrower can use a whole-drawer 

image to indicate precisely which specimens s/he wishes to borrow.
3.	 Large loans can be accompanied by images of the specimens, negating the need 

to provide detailed written lists of material on loan forms. This is also useful 
for tracking overdue loans or partial returns.

For example, in 2011 the ANIC received an enquiry regarding Buforaniidae grass-
hoppers. The ANIC holds 12 drawers of this taxon, which were imaged and provided 

Figure 5. Inset from previous figure (Figure 4). Label data attached to small specimens is often almost 
completely readable. Therefore, specimen metadata could be extracted and digitised using specialised 
character recognition software.
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on-line to the enquirer. Figure 7 shows a curated drawer arranged by species, and then 
by the State from which the individuals were collected. The enquirer was interested in 
the geographical distribution of the ANIC specimens; therefore, in this example the 
whole-drawer images provided all the required information. At this time, no loan was 
required, no further correspondence was necessary and the whole-drawer images of 
this group are available online for future enquiries or requests for material.

Collection auditing

Perhaps unsurprisingly, large entomology collections struggle to develop and imple-
ment practical auditing and inventorying procedures. Large numbers of individual 

Figure 6. Specimen with QR Code containing label data. A smart phone with the appropriate software 
can read and access the label data for this specimen from the image.
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specimens (often numbering in the millions) combined with significant gaps in taxo-
nomic knowledge and understanding of invertebrate groups results in a challenging 
collection management environment. Add to this, continued annual collection growth 
that may contribute to backlogs of unaccessioned material.

A recent audit of the Australian Museum by the Office of the New South Wales 
Auditor-General (2010) highlighted three key recommendations: (1) prioritise the 
collections, (2) tighten inventory control and (3) plan major catch-ups on legacy ma-
terial.  Whole-drawer imaging provides a means for implementing all three of these 
recommendations.

Figure 7. Ultra high-resolution image of Buforaniidae grasshoppers (Orthoptera) from the ANIC. Note 
that the specimens are arranged by species, and then by the State from which they were collected. In this ex-
ample, Northern Territory specimens are pinned in the first and second columns, followed by Queensland 
specimens in columns three and four. The online version of this image is viewable at Morphbank-ALA.
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1.	 Prioritise the collections.
Resourcing for collection management and development is becoming increasingly lim-
ited; therefore, it is critical that the available resources used according to a set of pri-
orities. The Smithsonian Curation Standards and Profiling System (McGinley 1993) 
assigns a curation standard to individual drawers and is used to calculate a collection 
health index (CHI). Whole-drawer images provide a means for calculating the CHI 
and tracking CHI as it changes over time.

2.	 Tighten inventory control.
Inventory control allows risk assessment in collections. Whole-drawer images can 
be used to:

•	 Develop a map of the general locations of specimens in the collection;
•	 Pin-point specimens that might be considered high-risk (e.g. high monetary 

value in a commercial market) or high-priority (e.g. holotypes or taxa represented by a 
single specimen); and

•	 Create a visual base-line inventory to serve as a basis for future inventory control.

3.	 Plan major catch-ups on legacy material.
Legacy collection material or backlogs of unaccessioned specimens are at risk from 
neglect (such as being misplaced or damaged by pests), becoming disassociated from 
vital collection data (such as field note books), or not being at a curatorial level where 
they can be made available to experts for revisionary study or further identification.  
Images of drawers and boxes of legacy material makes specimens “accession-ready” by:

•	 Improving visibility within the collection, and
•	 Simplifying the accession process when resources and/or expertise become 

available.

Morphometric analysis of specimens.

Measurement of insect morphological characters can be done directly (on a physi-
cal specimen using callipers), or indirectly (on an image of a specimen using im-
age analysis software). Direct measurement places specimens at increased risk of 
damaging through handling and the close proximity of measuring tools. Indirect 
measurement removes these risks but increases the risk of measurement error due 
to the positioning of specimens at angles other than perpendicular to the camera 
lens (projection distortion).

A recent pilot study was conducted in the ANIC to investigate the comparative 
error rate associated with direct and indirect morphometric analysis of dragonfly wings 
(Mantle, unpublished data). Wing length of individual dragonflies was measured using 
three different methods: (1) with callipers on the pinned specimen in the drawer, (2) 
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with callipers on wings that had been dissected from the specimen and slide-mounted, 
and (3) on a whole-drawer image of the dragonflies (Figure 8).

Preliminary results are encouraging and suggest that, despite variable specimen posi-
tioning, there are no significant differences between direct and indirect measures of wing 
length. In addition, indirect measurement on whole-drawer images was significantly fast-
er (hours rather than days) than measurements taken from individual specimens in situ.

Public engagement with biological collections.

Drawers of curated insect specimens elicit wonder and delight from members of the commu-
nity. Some institutions can capitalise on the community’s fascination with insects through 
public exhibitions and educational programs. The ANIC, however, is a research-only facil-

Figure 8. Whole-drawer image of dragonfly specimens used for a pilot study investigating the error as-
sociated with direct and indirect measures of morphological characters, such as wing length.
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ity that does not have front-of-house, or public displays. Delivering high-resolution whole-
drawer images of some of the most visually attractive specimens from the collection may:

•	 Improve public engagement with the research activities of the collection;
•	 Increase the collection’s profile within the broader community; and
•	 Provide a platform for delivery of virtual education and outreach services.

Furthermore, opportunities exist to collaborate with, and add value to, existing 
online public resources. For example, whole-drawer images illustrating various insect 
families could be linked to the “What Bug Is That?” interactive key (http://anic.ento.
csiro.au/insectfamilies/) and to galleries of insect taxa in the Atlas of Living Australia 
(www.ala.org.au). Crowd-sourcing is another initiative used to actively engage the 
community in natural history collections by facilitating the digitisation of insect 
collections through online “volunteer portals” (see http://volunteer.ala.org.au/).

Conclusions

High-resolution whole-drawer imaging of the ANIC specimens has been beneficial to 
both the collection and its users. The project is improving curation and auditing processes 
by providing a mechanism for tracking specimens through space and time. Engagement 
with researchers has improved because the metadata available from whole-drawer images 
adds value to correspondence about specimens. Consequently, the imaging project will 
continue and it is estimated that every drawer will be available for viewing online by 2015.
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Appendix 1

List of identifications provided by Dr Murray Fletcher based on high-resolution Figure 
4. Identifications presented in the following order: 

•	 Unit trays 1–5 in the upper row, left to right;
•	 Unit trays 6–10 in the lower row, left to right; 
•	 Rows 1–n from top to bottom in each unit tray, left to right along each row; 

and
•	 Individual specimens separated by a comma.

Box 1
Rows 1–3 Large Cercopidae from Malaysia
Row 4. 2 as above, ?, possibly Neuroptera, poss. Neuroptera, ?
Row 5. ?, ?, ?, Amarusa australis (Jacobi) (Cercopidae: Aphrophorinae), ?, ?, ?, ?
Row 6. Flatidae, ?, Membracidae, Heteroptera, Heteroptera, Heteroptera
Row 7–10. all Heteroptera
Box 2

All large Malaysian Tessaratomidae
Box 3
Row 1. 2 × Tessaratomidae
Row 2. Reduviidae, Reduviidae, Pentatomidae, Pentatomidae
Row 3. Pentatomidae, Pentatomidae
Row 4. Alydidae, 2 × Agonoscelis rutila (Pentatomidae)
Box 4
Row 1. Mutusca brevicornis (Alydidae) according to the label
Row 2. 3 M. brevicornis, + 1 scutellerid
Row 3–6. all large Tessaratomidae
Box 5

All large exotic Tessaratomidae
Box 6

All large exotic Tessaratomidae, lower ones are nymphs
Box 7
Row 1. Scutelleridae, Heteroptera, Heteroptera, Heteroptera, ?, ?, ?
Row 2. ?, ?, ?, ?, ?, Thanatodictya sp (Dictyopharidae)
Row 3. Flatidae (possibly Colgar sp.)
Row 4. Alydidae, Heteroptera, Scutelleridae
Row 5. Achilidae: Plectoderini, ?
Row 6. ?, ?, ?
Row 7–9 lots of little things. Last one in Row 9 might be Dascalina or Massila 

(Flatidae)
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Box 8
Row 1. ?, ?, ?
Row 2. ?, ?, Heteroptera
Row 3. Scutelleridae
Row 4. Ledrini (not Australian)
Row 5. 3 × Tessaratomidae nymphs
Box 9
Row 1. ?, ?, ?, ?, ?
Row 2. 4 × Pentatomidae, ?
Row 3. 5 × Pentatomidae, ?, ?
Row 4. ?, Membracidae, Heteroptera, Heteroptera, Auchenorrhyncha
Row 5. 4 × Pentatomidae, Iassini, ?
Row 6. ?, ?, ?, Pentatomidae
Row 7. Pentatomidae, Pentatomidae, ?, ?, ?, ?
Row 8. ?, ?, ?, ?, Heteroptera, Pentatomidae, Pentatomidae
Row 9. 3 × Pentatomidae
Box 10
Rows 1–2. Tessaratomidae
Row 3. 2 × Pentatomidae
Row 4. 2 × Pentatomidae
Row 5. 2 × Heteroptera
Row 6. Heteroptera, ?, ?, ?, ?, ?, Pentatomidae
Row 7. Scutelleridae, Pentatomidae, ?, ?
Row 8. ?
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Background and introduction

Invertebrate collections present one of the greatest challenges to automated specimen 
digitization. Not only do they represent the majority of known species and comprise 
the largest numbers of available specimens, but they also present a number of logistical 
problems that have, so far, frustrated attempts to develop automated digitization and 
data capture workflows.

Insect collections, which constitute the largest extant collections of invertebrate 
specimens, are particularly challenging. In most, a majority of the prepared specimens 
are pinned. Dry, pinned insect specimens, when properly housed and protected from 
direct sunlight, high humidity and pests (e.g. dermestid beetles), may last indefinitely. 
Many European museum collections include pinned specimens collected centuries ago 
that remain intact and useful for comparative morphological study. However, even re-
cently collected pinned insect specimens are often extremely fragile and easily damaged 
through handling. Moreover, to conserve space, many curators have packed speci-
mens very densely into unit trays and drawers, such that adjacent specimens are nearly 
touching each other or even overlapping. Thus extreme care must be taken in moving 
specimens because legs, wings or antennae may easily be broken off if specimens are 
brushed against one another.

Specimen data obtainable from pinned insect specimens consist of the informa-
tion (morphological and otherwise) embodied in the specimens themselves, and data 
(metadata) printed on one or more small data labels attached to the pin below the 
specimen. Specimen labels include information such as the collection locality, date, 
and name of collector, and the determined scientific name. These may be difficult to 
read and interpret because of their small size, the use of non-standard abbreviations, 
illegible hand-writing, and/or because they may be partly or completely obscured from 
above by other labels and/or by the specimen itself.

The traditional approach to digitization of insect collections (reviewed by John-
son 2007, 2009) has focused almost entirely on label data capture, retrospective geo-
referencing, and the assignment of unique identifiers to individual specimens. The 
usual workflow involves manually keying in data from specimen labels and attaching a 
unique identifier label (machine-readable barcode and/or human readable number) to 
each specimen. This approach is problematic for several reasons. It is time-consuming-
-one reason why so many existing specimens still need to be digitized. It is expensive, 
with per-specimen costs estimated at US$1 or more in some recently completed or 
ongoing projects (Vollmar et al. 2010, Heidorn 2011 and unpublished data). It is 
error-prone, with typographical or other mistakes often introduced during the process 
of label data interpretation and transcription. It also entails substantial risk of speci-
men breakage due to handling, particularly if the work is being performed (as it often 
is) by poorly paid student technicians with little collection management experience.

Thus, the major challenges for InvertNet and similar projects are to bring the 
per-specimen cost of digitization down without sacrificing accuracy of data capture 
or risking damage to irreplaceable specimens. Indeed, the NSF ADBC program, the 
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source of funding for InvertNet, mandates that the average cost per specimen for 
digitization, program-wide, including both imaging and label data capture, be kept 
at or below US$0.10. ADBC aims to digitize 1 billion specimens in 10 years for a 
total budget of US$100 million.

Despite the problems noted above, one aspect of pinned insect collections that may 
prove advantageous to automated mass-digitization methods is that the specimens are 
usually mounted and arranged in a consistent orientation and multiple specimens of 
the same taxon are usually grouped together, side-by-side, within the same collection 
storage unit. Thus, high-resolution digital imaging methods can be used to capture 
images of large numbers of specimens simultaneously, thereby drastically reducing the 
per-specimen cost of obtaining specimen images. Other recent projects have already 
used this approach to acquire images of collections of pinned specimens very quickly 
and cheaply (Bertone and Deans 2010 and this volume, Blagoderov et al. 2010 and 
this volume). Immediate access to the images may then be provided via the Internet, 
which, in turn, may facilitate at least partial acquisition of specimen metadata (i.e., 
label data) by the broader community of potential users.

Some problems remain to be addressed, however. These include the need to ac-
quire specimen-level label data and to assign unique identifiers that allow individual 
specimens to be tracked. Top-down images of whole drawers of pinned insects allow 
users to view some specimen label data, but labels are often at least partly obscured 
by the specimens. In cases where series of specimens from the same collection lot are 
placed together, it may be possible to assemble all the label data by examining differ-
ent specimens in the series because different parts of the labels of different specimens 
may be visible. 3-D reconstructions that allow virtual tilting of drawers or specimens 
may reveal parts of labels obscured in a strictly top-down view. Unfortunately, even 
3-D reconstructions will not allow labels placed beneath the top label on the pin to 
be viewed if the labels are pushed together. Use of even more advanced technologies 
such as micro CT scanning may eventually allow data to be captured from labels 
that are completely obscured by specimens or other labels, but at present, such data 
are accessible only through physical manipulation of specimens and labels. In such 
cases, the added value of gleaning this additional information needs to be balanced 
against the risk to the specimen posed by physical handling. Fortunately, for most 
specimens, a large proportion of the crucial occurrence data are printed on the top 
label and, because most insect specimens are small, these labels may be read without 
physically manipulating the specimens themselves. Examination of gigapan images 
(see gigapan.org) of whole drawers of pinned insects from the North Carolina State 
University insect collection indicates that more than 75% of the drawers and ca. 90% 
of the specimens imaged have text on the top label visible; this label usually comprises 
at least the locality name and, in most cases, also the date of collection and name of 
collector. Because the arrangement of pinned specimens in the NCSU collection is 
typical for insect collections in general (at least in the USA), large amounts of spe-
cies occurrence data should be obtainable directly from high quality images of entire 
drawers. We estimate that 3D reconstructions that allow virtual tilting of images with 



Chris Dietrich et al.  /  ZooKeys 209: 165–181 (2012)168

similar resolution will increase the amount of label data exposed by at least 50%, i.e., 
by exposing more of the top label when it is partly concealed by the specimen and by 
exposing labels attached farther down on the pin.

Specimen tracking is another problem that may be difficult to overcome with mass 
specimen digitization approaches. Recently it has become standard practice for cura-
tors to attach separate barcode or other unique identifier (UID) labels to individual 
specimens as part of the specimen data capture/digitization workflow (Johnson 2009). 
In our view, the risk of specimen damage posed by attaching such labels may outweigh 
the need to uniquely identify each individual specimen, especially if the specimen is 
being handled only for the purpose of attaching the barcode label. A better approach 
might be to attach UID labels to specimens only when the specimens need to be han-
dled for another purpose, e.g., when being transferred into a shipping container dur-
ing loan processing, or when being sorted and identified by a taxonomist or curator. 
Because the only value of attaching a physical UID label to the individual specimen is 
to facilitate tracking of the specimen after it has been moved from its original location 
in the collection, we recommend that curators not add UID labels to specimens until 
they need to be moved for other reasons. Prior to being moved, individual specimens 
in digitized drawers and unit trays may be digitally mapped based on their physi-
cal locations. A specimen record may then be created in the collection database and 
include a unique identifier and information on its location, in addition to data from 
the specimen labels. The unique identifier, thus assigned, will remain a virtual UID 
until the specimen needs to be moved, at which point a physical label may be printed 
and attached to the specimen. Alternatives to ink-on-paper UID labels, such as pas-
sive Radio Frequency Identifier (RFID) tags (which may be pinhead sized and have 
recently become quite affordable) should also be explored. Because RFID tags (unlike 
barcodes) do not need to be visible in order to be detected and scanned, they offer the 
added advantage of further reducing the need for physical manipulation of specimens. 
They also offer the possibility of developing Augmented Reality (AR) systems capable 
of physically mapping the locations of specimens in three-dimensional space (e.g., 
within a drawer, cabinet or collection range) using radio telemetry.

Recent advances in high-throughput insect specimen imaging

Most recent collection digitization initiatives that include an imaging component have 
focused on capturing images of individual specimens (e.g., Lampe et al. 2005, Enriquez 
2011, Ball et al. 2011, Eades et al. 2012, Harman et al. 2011, Haüser et al. 2005, Kjar 
et al. 2012). While this approach may have the potential advantage of producing very 
high-quality images of individual specimens, it also requires physical manipulation of 
the specimens, which entails risk of specimen damage and has a high per-specimen 
cost. Most digitization initiatives that have adopted this approach have focused only on 
high value collection holdings (e.g., type specimens). A cost/benefit analysis of this ap-
proach needs to be undertaken, since the risk of damaging such specimens during the 
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digitization process must be weighed against the benefits gained by providing access 
to the digital images (e.g., how often is a particular research need addressed by access 
to the image alone, rather than to the specimen itself?). If such high quality images of 
individual specimens are being captured for other purposes (e.g., for publication in a 
taxonomic paper), they should be archived and associated with the collection database 
record for that particular specimen.

Recent advances in digital gigapixel imaging allow images of entire drawers of 
pinned insects to be captured. Multiple neighboring images can be “stitched” togeth-
er into a single “panoramic” image. This stitching operation is enabled by recent ad-
vances in computer vision, and relies on finding matching features in the overlapping 
regions shared by neighboring images. By capturing multiple high resolution images 
and stitching them together into a single panorama, drawers containing thousands 
of specimens may be digitized very rapidly and the quality of the final images may 
be very high. This method was used successfully at North Carolina State University 
(NCSU) in a recent NSF-funded project (Bertone and Deans 2010) and suggests a 
promising pathway toward more efficient methods for mass imaging and digitization 
of pinned insect (and other) collections.

Using the GigaPan robot (gigapan.org) combined with a consumer-grade digital 
camera, the NCSU team was able to capture images of their entire collection, com-
prising >2700 drawers within just a few person/months and make these high quality 
images available to the public via the GigaPan website. The web interface allows 
users to view images of entire drawers and zoom in onto individual specimens, such 
that label data (when not obscured from above by large specimens) and details of 
the morphology of the specimens may be seen. Hand-entering data for each of the 
approximately 2 million specimens in the NCSU collection, using traditional meth-
ods, would have required many person-years of effort. The GigaPan project provided 
rapid access to the entire collection.

One problem with the NCSU/GigaPan digitization methodology is that it pro-
vides only limited access to specimen label data (capture of label data was not one of 
the stated goals of the project). Only the label data not obscured by the specimens may 
be extracted from the GigaPan images and the data are neither available as text, nor 
have they been parsed into the standard Darwin Core database fields (http://rs.tdwg.
org/dwc/) to facilitate automated searching of particular data elements. Another prob-
lem is the distortion introduced into the stitched gigapixel images caused by the fixed 
position of the robot-mounted camera over the center of the drawer. During image 
capture, the robot tilts the camera from front to back and side to side, such that the 
edges of the drawer are photographed at an angle while the center of the drawer is 
photographed with the lens pointing directly downward. The resulting stitched im-
ages show a pronounced fish-eye effect (barrel distortion) with the sides of the drawer 
bowed outward. Stitching software (e.g., Hugin open-source stitcher; http://hugin.
sourceforge.net/) exists that includes tools to correct for this distortion to some extent, 
but it is difficult to remove all distortion from the stitched image if the original images 
from which the stitched image is constructed are themselves highly distorted.
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The SatScan system implemented at the Natural History Museum, London (Bla-
goderov et al. 2010), uses an alternative technology that overcomes the distortion 
problem. In this system, the camera does not tilt but moves horizontally, capturing 
images all from the same angle but at different X/Y positions over the drawer. Im-
ages produced by this system have similar levels of resolution to those obtained in 
the NCSU/GigaPan project, but the drawer images produced by SatScan are free of 
distortion, even toward the edges of the drawer (http://sciaroidea.info/node/44309).

Still the problem of capturing label data persists. Although labels attached to insect 
specimens are usually very small, most insects are also small, so, for a large proportion 
of pinned specimens in collections, label data are at least partially visible from above. 
As any insect taxonomist knows, it is usually possible to see more (sometimes all) of the 
label(s) simply by tilting the drawer or otherwise viewing the specimens from an angle. 
This can be seen in many of the NCSU GigaPans (http://www.gigapan.org/profiles/
ncsuinsectmuseum), where the labels of specimens toward the edges of the drawers 
are more exposed than those near the center, simply as an artifact of the GigaPan im-
age capture protocol. An improved system that maximizes visibility of the labels, in 
situ, would simply need to capture images of the drawer from multiple perspectives, 
including different horizontal positions over the drawer (à la SatScan) as well as dif-
ferent angles (à la GigaPan). Technologies for combining such images to create 3-D 
reconstructions can then be used to allow virtual tilting, maximizing the user’s ability 
to read the data on labels partly obscured by the specimens or by other labels. This is 
the approach we envision using for InvertNet.

The InvertNet approach

Our efforts to implement robust, rapid and cost-effective solutions for mass digitiza-
tion of invertebrate collections focus on four main areas: 1) use of improved image cap-
ture hardware; 2) application of improved image processing and visualization methods; 
3) development of user-friendly, semi-automated workflows; and 4) establishment of 
robust cyberinfrastructure for data ingest, storage and delivery.

Improved image capture hardware

The primary goals of an ideal capture system include:

1.	 The system should be as automated as possible to minimize operator activity 
and therefore human error;

2.	 It should capture an array of high resolution images from multiple viewpoints, 
to support zooming in to reveal specimen detail, viewing otherwise occluded 
portions of pin labels, and 3-D reconstruction;

3.	 It should be inexpensive to purchase, operate, and maintain;
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4.	 It should be flexible to adapt to operator and scientific feedback from opera-
tions when deployed.

5.	 It should be upgradable once deployed, to take advantage of improvements in 
imaging technologies (sensors, processing, etc.) as they become available.

We have investigated three options for capturing such images. We first investigated 
combining multiple GigaPan-style panoramas from different viewpoints, such as from 
four corners of the specimen drawer, and using prost-processing to create composite im-
ages. However, this can increase time, effort, and the probability of human error if the 
drawer and/or camera must be re-positioned manually during processing of a single tray.

A more reliable option used a robotic camera positioning system based on a modi-
fied Computer Numerical Control (CNC) machine (similar to a plotter, except with 
the pen replaced by a camera) to position camera/lens precisely and repeatably in an 
x-y grid to complete the panorama. Such robotic systems are capable of moving tools 
(including cameras) rapidly and precisely in three dimensions offer great advantages in 
terms of adaptability by programming various capture “recipes” based on tray geom-
etry, specimen layout, and specimen scale and density within a tray.

In order to minimize distortion between neighboring images and reduce stitch-
ing artifacts, we use a telecentric lens that captures an orthographic (not perspective) 
projection of the image on the sensor. The telecentric lens shoots the same image area 
regardless of how far away it is, and one cannot enlarge or reduce the area being pho-
tographed by moving the camera closer or farther away. This is beneficial for measure-
ments, image processing and stitching, but precludes the use of neighboring image 
overlap processing for multiple view (3-D) and occluded label processing.

To accommodate these multiple viewpoints, we extended the CNC camera po-
sitioning machine with a computer controlled pan-tilt mechanism that provides the 
ability to capture grids of overlapping images at various positions, and also at various 
oblique angles in order to simultaneously support accurate panorama generation, 3-D 
reconstruction, and occluded label capture.

CNC systems were developed for machining dense materials with industrial power 
tool heads. They are large and heavy, often hundreds of pounds. Furthermore the physi-
cal size of the moving parts of such machines complicates lighting, as large machine parts 
move through the path of lighting sources during capture, altering lighting conditions 
and casting shadows which can affect feature matching algorithms such as panoramic 
image stitching. Because of their industrial development for machining, CNC machines 
are large and not able to be easily disassembled, massive – hundreds of pounds, require 
high power, and are not easy to move, ship, and locate in a laboratory setting.

We are currently testing a more lightweight prototype that is based on the Delta 
Robot (http://en.wikipedia.org/wiki/Delta_robot), which resembles a three-legged spi-
der that suspends the camera over the specimen drawer, with much less hardware to 
interfere with fixed lighting systems. These robotic systems are very fast and accurate, 
and are used in “pick and place” factory lines for purposes such as picking items and 
aligning them for packaging. Such a machine is inexpensive to build and can be pro-
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grammed to accomplish very rapid, precise and complex movements (for example see: 
https://www.youtube.com/watch?v=foTE0Mau5a8). We are currently working with 
a 3-arm design with additional pan/tilt motors that allow the camera to be rotated in 
addition to precisely placed in x-y-z position over the drawer of pinned specimens. The 
machine is far less massive when compared to a CNC style system - tens of pounds, and 
is easily disassembled and reassembled without machinists tools and expertise. This fa-
cilitates shipping, lab positioning, movement, and physical requirements of the system.

Stitching software

Software capable of combining multiple images into a single panorama is now widely 
available. The GigaPan software system, used successfully in the NCSU digitization 
project, is one example. One current disadvantage of the GigaPan software is that 
it requires that final, stitched images be posted to the GigaPan.org website in order 
to be viewed and manipulated via the Internet. Open-source stitchers (e.g., Hugin, 
OpenCV) and Zoomable User Interfaces (ZUIs) such as Zoomify, required to view 
and manipulate the image are now also available and provide greater flexibility for the 
development of customized interfaces and workflows (see below).

Stiching algorithms rely on feature detection and matching across the raw images, 
which can be computationally demanding for large numbers of images. Two of our 
team, Hart and Raila, are participants in the Illinois-Intel Parallelism Center (I2PC) 
which is focused on new multicore parallel computing architectures, techniques, and 
tools. In collaboration with I2PC we are exploring parallel implementations of stitch-
ing codes. Results to-date have shown order of magnitude performance increase (from 
500 seconds to 40 seconds) on modern commodity desktop computer systems, and 
we believe that the next generation of processors should accelerate the performance to 
levels that should not impede the workflow of digitization when run on commodity 
systems, but the stitching codes are also able to be run on large scale super-computing 
systems within the server-side of the InvertNet infrastructure if needed.

3-D Reconstructions

In addition to providing a means for creating distortion-free 2-D gigapixel images of 
entire specimen drawers, by using advanced hardware to vary the viewpoint and direc-
tion of image capture, we enable two new and exciting capabilities. From different 
vantage points, we can better see beneath the specimens to better capture the data from 
the labels pinned below them, and images from multiple view directions can be used 
to reconstruct 3-D models of the specimens themselves, potentially facilitating capture 
of more morphological data than is possible using 2-D, top-down images. We have 
tested multi-view stereo (MVS) reconstructions on specimen capture images and recon-
structed 3-D models from them. MVS takes a pair of photographs from two different 
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viewpoints and “rectifies” them, distorting them so corresponding points in each image 
have the same “y” coordinate. It can then search along horizontal lines for these match-
ing points and uses the disparity in their alignment to estimate their distance from the 
viewer. Such estimates can be error prone and require further smoothing. Our current 
MVS reconstruction is based on a state-of-the-art algorithm developed by Disney Re-
search Zurich for reconstruction of human faces for feature film production (Beeler et 
al. 2010). However, the smoothing designed for facial geometry does not work well on 
the insect specimens tested so far and we are researching new methods that work better 
on the dark, sparse and fine features from high-resolution invertebrate images.

Digitization of other kinds of specimen storage units

Invertebrate collections consist not only of pinned specimens stored dry in drawers 
and unit trays, but also include fluid (usually ethanol) preserved specimens in vials or 
jars, and specimens mounted on microscope slides. The methods described for captur-
ing images of whole drawers may be extended to these other storage types. Images of 
multiple slides or jars may be captured simultaneously and then segmented to facili-
tate data capture for individual units. This is the approach taken by another project 
at the Illinois Natural History Survey and University of Minnesota, recently funded 
by NSF (Tinerella 2010). Slide mounted specimens are perhaps the easiest to digitize: 
they may be treated as two dimensional objects and, because they are of standard size, 
individual slides may be imaged in groups placed in fixed positions on a tray and then 
segmented using a simple pixel map of the tray. Once digitized, the specimens and 
labels are clearly visible on the image and the image may then be used as a surrogate 
for the physical slide during subsequent label data capture. Following this approach, 
InvertNet is capturing images of 20 slides at a time by arranging them in fixed posi-
tions on a clear plastic template placed on the bed of a consumer-grade flatbed scanner. 
Images captured in this way are of sufficient quality to reveal label text and the general 
condition of the specimens but, in most cases, not good enough to reveal details of 
specimen morphology sufficient for species identification or morphological study. A 
variety of automated systems are available commercially for digitizing collections of 
microscope slide-mounted specimens, combining robotic slide loaders with high qual-
ity microscopes or scanners (Rojo et al. 2006) but, to our knowledge, none have yet 
been applied to large-scale digitization of slides in natural history collections.

Fluid-preserved specimens in vials present a greater challenge. Multiple specimens 
are often stored in the same vial and the orientations of specimens and labels vary among 
vials. Views of vial contents are distorted by the refractive properties of the glass and 
fluid and the labels may obscure the specimens, or vice versa, to greater or lesser extent. 
Complete digitization of ethanol-preserved specimens now requires laborious removal of 
the specimens from the vials so that they may be spread apart and imaged. We are experi-
menting with methods for capturing images of multiple vials simultaneously. At present, 
the relatively low-cost proposed approach for InvertNet uses a flatbed scanner to cap-
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ture images of multiple vials simultaneously using customized vial racks with clear sides. 
Racks containing vials are oriented so that as much as possible of the label(s) in each are 
in view, the racks are then placed on their sides on the scanner bed and scanned (Fig. 1). 
The racks are then flipped over (180 degrees vertically) to capture a second image of the 
opposite sides of the vials. This approach allows entire collections of vials to be digitized 
quickly because handling is minimal. It also reduces distortion of labels and specimens 
because placing the vials on their sides causes these objects to float down and rest against 
the glass. The main disadvantage of this approach may be the failure to expose/capture all 
label data if multiple labels are included in a vial and/or labels are oriented in such a way 
that the text cannot be seen. Also, in most cases, images of the specimens themselves will 
not be of high enough quality to facilitate species identification or morphological study. 
In some cases, single specimens from lots of larger invertebrate species (e.g., crustaceans) 
may be removed from jars and imaged next to jars and labels. More advanced 3-D imag-
ing technologies may eventually provide the means to capture and segment undistorted 
images of fluid-preserved specimens and labels in situ, although vials containing numer-
ous individual specimens and/or labels will continue to present difficulties.

Figure 1. A set of three-dram vials scanned using a color flatbed scanner showing the front (left) and back 
(right) of the same set of vials. Note that the position of empty spacer vials (e.g., sixth from top in middle 
column) is the same, but inverted, in the two images because the vial racks are flipped vertically between 
scans. This relatively quick and inexpensive procedure exposes at least some label data for subsequent 
capture and reveals the general condition of specimens.
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Invertnet mass digitization workflow

Combining the hardware and software technologies described above, InvertNet will 
implement a semi-automated workflow that is user-friendly, requires minimal train-
ing for the end user, and meets the goals of reducing the per-specimen cost of inver-
tebrate collection digitization while minimizing risk of damage to the specimens. 
Design of the InvertNet workflow and user interfaces is underway and is addressing 
several important points.

1.	 Ease of use. Given the anticipated heavy use of the system by non-skilled 
workers (e.g., students) the capture hardware operation and data input work-
flows will be required to minimize errors, verify correct inputs, and support 
corrective measures.

2.	 High performance capture and input. The overall workflow should not be 
impeded by capture hardware, client-side processing, or data transfer. The op-
erator should be able to work in a sustained manner.

3.	 Fault resilience. The workflow should not be impeded by transient network 
conditions between the worksite and the InvertNet website, which can mani-
fest as network delay, connection failures, and off-line operations.

4.	 Security. Data, raw and processed, should not be lost in the capture and up-
load process and should be transferred from the capture site into secure storage 
as quickly as network connectivity permits.

5.	 Flexibility. The workflows and hardware should be adjustable to site-specific 
preferences such as batch processing, variations due to collection attributes, 
and in general be flexible.

6.	 Maintainability. The systems in participating sites will run identical software 
releases, be remotely supported and upgradable, and consistent across sites in 
hardware and software versions.

To support these goals we are implementing the following generic workflow:

1.	 Capture Workstation Preparation. Stage drawers to be digitized, power up 
capture station, preform calibration operation.

2.	 Capture Operations. Operator selects among capture recipes, inserts pre-
pared drawer, initiates capture. When capture is complete, operator reviews 
real-time processed images for completeness and accuracy.

3.	 InvertNet Login. Operator logs into digitization software/portal within In-
vertNet “Digital Collections” space.

4.	 InvertNet Input. Operator creates capture record for each tray processed 
above, providing appropriate metadata into system, with automation support 
to avoid entering redundant data.
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Cyber-infrastructure

Providing access to large digital collections of invertebrate specimens will require a ro-
bust, Internet-based, information technology (IT) infrastructure to store and provide 
access to the data and images via the Internet, and ensure that access to the data is 
maintained over the long term. To do this, InvertNet has implemented a cloud based 
infrastructure based on the open source cloud project OpenStack (http://openstack.
org). This allows the InvertNet website and databases to be mirrored across web servers 
at multiple locations, which yields faster response times for users of the website and 
allows for rapid and complete disaster recovery.

Website and content management system

The InvertNet web site (Fig. 2) is built on a robust cyberinfrastructure platform called 
HUBzero. HUBzero was developed with NSF support and designed specifically to 
support the kinds of large-scale, massively collaborative scientific research platforms 
that the ADBC program aims to build. HUBzero was originally designed to support a 
large community of nanotechnology researchers, but has since been adopted by a wide 
variety of other communities of researchers. The main advantage of HUBzero over 
other open-source content management systems is that it integrates a traditional CMS 
(Joomla; (http://www.joomla.org/) with powerful and highly customizable tools for 
data sharing, data analysis, data archiving. This gives InvertNet the ability to customize 
both back-end and front-end components of our cyberinfrastructure to meet our us-
ers’ needs for ingesting, processing, and visualizing digitized biological collections that 
include both traditional occurrence data and high-resolution graphics.

For example, to provide redundancy and preservation of contributed digital 
collections, we integrated HUBzero with an extensible cloud storage infrastructure 
(http://openstack.org), which allows us easily to scale up storage as the number of 
contributed collections increases, as well as spread storage resources over multiple 
redundant sites, improving security.

To facilitate ingest and management of large collections of specimen images and 
data, we integrated HUBzero with the Medici multimedia content management sys-
tem (http://medici.ncsa.illinois.edu/). Medici is a flexible, extensible semantic system 
designed to support any data format and multiple research domains and contains three 
major extension points: preprocessing, processing and previewing. When new data 
are added to the system, whether directly via the web application or desktop client, 
or through web services, preprocessing is automatically off-loaded to extraction ser-
vices in charge of extracting appropriate data and metadata. The extraction services 
attempt to extract information and run preprocessing steps based on the type of data. 
For example, in the case of images, a preprocessing step creates previews of the image 
and automatically extracts metadata from the image and assigns a persistent, globally 
unique identification (GUID). Medici allows users to manage and aggregate collec-
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tions comprising distributed sub-collections, track internal processing of resources and 
the creation of derived resources, provide GUIDs for resources suitable for citation and 
export metadata in globally understood standard formats. It also enables users to use 
desktop analysis tools via a remotely hosted web service in concert with the knowledge-
space (i.e., digitized collections) without having to deal with download, installation, 
licensing, etc. Medici’s web interfaces (Fig. 3) are highly customizable, which enables 
us to create custom forms for capturing various kinds of metadata for different col-
lection objects (e.g., whole drawers of pinned specimens). By making the clients and 
preprocessing steps independent and using Resource Description Framework (RDF) 
as a common domain-neutral data representation, the system can grow and adapt to 
different user communities and research domains, HUBzero also supports the develop-
ment and integration of data processing (e.g., image analysis) and analytical tools that 
will allow users to manipulate and analyze data directly within the InvertNet platform.

Coupling the Medici content repository system with HUBzero will enable InvertNet 
to act as a collaborative social platform that can scale effectively and allow for submis-
sion of image collections. It will incorporate the digitization workflows, image post-pro-
cessing, databases, environments for community building and collaboration, analytical 
tools, developer tools, and tools for education and outreach. To our knowledge, no other 
platform or website/application combines all of these capabilities and features to date.

Figure 2. Current HUBzero-based InvertNet homepage showing top menu bar with content areas ac-
cessible to registered users.
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Figure 3. Current version of InvertNet’s Medici multimedia semantic content management system in-
terface, accessible from InvertNet digital collections tab on homepage, showing taxonomic tree, drag and 
drop file upload space, and zoomable user interface for viewing gigapixel images.

A few words on specimen-level label data capture

As already demonstrated by the NCSU GigaPan project, use of advanced imag-
ing techniques can provide rapid access to large numbers of invertebrate specimen 
images and the variety of potential uses of such images in research and education 
have only begun to be explored. Nevertheless, current biological collection database 
standards require capture of data at the specimen level. Images of entire storage units 
(e.g., drawers) may be segmented using image analysis software with the images of 
individual specimens placed in separate database records (Fig. 4). Because most in-
sect specimens are small, labels pinned beneath them are often visible and, if the im-
age quality is sufficient, the text of such labels may be read and interpreted. Thus, at 
least partial specimen occurrence and taxonomic data may be obtained directly from 
the images of many specimens. Even more advanced image capture and reconstruc-
tion techniques than those produced by the GigaPan or SatScan systems, including 
those being incorporated into the InvertNet digitization workflows, should provide 
even greater access to specimen-level label data, given the capability these techniques 
provide for viewing specimens from multiple perspectives. However, attempts to 
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Figure 4. Image of multiple pinned insect specimens in unit tray (left) and same specimens segmented 
into separate files (right) using customized ImageJ image processing protocol.

further automate the process of reading and interpreting specimen labels have, so 
far, had mixed success. The performance of available optical character recognition 
(OCR) software tested so far on insect specimen labels is generally poor. In most 
cases, more time must be spent detecting and correcting errors than would be re-
quired simply to enter the data into the appropriate fields of a database by hand. At 
present, the crowd-sourcing/citizen science approach to label data capture (Hill et al. 
2012, this volume) appears to be the most promising avenue for entering such data 
as text into a relational, standards-compliant database. We anticipate that, by com-
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bining our advanced imaging protocols with a crowd-sourcing approach to label data 
capture, InvertNet will be able to deliver specimen-level occurrence and taxonomic 
data for a high percentage of the specimens present in the insect collections being 
digitized, all without the need for handling individual specimens. Ultimately, we 
envision InvertNet providing a digitization toolkit and research platform available 
to the entire natural history museum community.
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Abstract
Here we describe a high-performance imaging system for creating high-resolution images of whole insect 
drawers. All components of the system are industrial standard and can be adapted to meet the specific 
needs of entomological collections. A controlling unit allows the setting of imaging area (drawer size), step 
distance between individual images, number of images, image resolution, and shooting sequence order 
through a set of parameters. The system is highly configurable and can be used with a wide range of dif-
ferent optical hardware and image processing software.

Keywords
Entomology, insect collection, insect drawer, CNC technology

Introduction

Natural history collections are nature’s treasure houses. About 80 million objects are 
deposited in German natural history collections alone, including about 65 million 
insects (Brake and Lampe 2004). The Zoologische Staatssammlung in Munich, Ger-
many (ZSM) holds about 25 million zoological objects. About 90% of the collection 
are insects, including 10 million Lepidoptera, 3-4 million Coleoptera, and about three 
million Hymenoptera, stored in about 100,000 standard sized drawers (51 × 42 cm).

The material deposited in natural history collections like the ZSM is principally 
held and intended to support research purposes. Natural history collections are indis-
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pensable scientific resources that play a central role in biodiversity research (Wheeler 
et al. 2012). However, the level of documentation of entomological collections is very 
low, and even basic data about specimens or metadata about collections are often 
completely missing (Brake and Lampe 2004). Moreover, digitisation of natural history 
specimens is labour-intensive and usually proceeds at a very slow pace. This is partly 
due to a regrettable lack of personnel, a situation that is not going to change in the 
foreseeable future. Technical solutions have the potential to aid our digitisation efforts 
by reducing the need for extensive human resources. However, these solutions need to 
be developed. Our aim is to use innovative approaches to develop new methods for the 
rapid digitisation of entomological collection drawers, and the subsequent extraction 
of relevant metadata from drawer images.

DScan is a prototype scanning machine and the foundation of a digitisation system 
that allows fast and efficient digitisation of entomological drawers. Our primary aim is the 
optimisation of this system for on-demand-digitisation requirements. Because the con-
tents of and arrangement of specimens within drawers will change if they are part of an 
active research collection, re-scanning of drawers needs to be as fast and as easy as possible.

The resulting images allow inspection of insect specimens at high resolution with-
out the need to access the collection itself physically. The level of detail can be adjusted 
as required, for instance in relation to the size of the insect specimens, and, is in most 
cases sufficient for specialists to recognize the taxon at genus or even species level.

Mechanics of the drawer scanning system

DScan is made of a sturdy, industrial standard aluminium frame (LWH = 1080 × 1080 
× 1500 mm) with linear units as used by Computer Numerical Control (CNC) po-
sitioning machines (Fig. 1, and YouTube video under youtu.be/zyT7l-CZego). Servo 
drives and precision ball screw spindles allow a minimum step distance of 0.02 mm at 
a maximum speed of 100 mm/s. Effective travel ranges are 600 × 600 mm horizontally 
(x- and y-axis) and 200 mm vertically (z-axis). The system is operated by a PC-con-
trolled console (netbook) with ProNC software (DNC Software Ltd, www.pronc.com). 
The left and right sides and back of the scanner are covered by white panels. The front is 
closed by a curtain with a reflective inner surface that is closed during scan operations.

Optics

Choice and selection of the optical components of the drawer scanning system are 
largely unconstrained by the mechanics of the positioning components of the DScan 
mechanism. A wide range of different camera systems can be adapted to work with 
the DScan, provided that the camera has remote control capability because the shutter 
release needs to be triggered by the control unit. Currently the best option includes 
a digital single-lens reflex (DSLR) camera, although the recent introduction of mir-
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rorless system cameras with interchangeable lenses and comparatively large sensors 
will increase the range of suitable optical equipment. In addition, mirrorless cameras 
employing electronic shutter mechanisms avoid the wear that can be significant when 
using a DSLR for creating large numbers of images.

Our current system comprises a Nikon D300 DSLR camera equipped with a 12 
megapixel APSC sensor, attached to a Voigtländer 90 mm Apo-Lanthar macro lens. As 
light sources we use two studio flash lights that are placed inside the scanner compart-
ment. The white inner surfaces of the top and side panels, and the white front curtain 
are highly reflective and allow for maximum lighting efficiency. The flashes are directed 
toward the side and top panels to achieve an even and non-reflective illumination of 
specimens. The indirect lighting reduces the risk of blown-out highlights caused by 
reflections from insects with smooth surfaces and exceedingly high contrast. Typically, 
these effects are caused by direct, punctual lighting when photographing insects with 
strongly sculptured and shining, in particular metallic, surfaces.

Scanning process

The system takes images of a single drawer in a sequential order as determined by the 
controlling unit. The shooting order is customizable and can be configured by modifying 
parameters of the control program. The best results are achieved when each photograph 
overlaps its neighbours by about 30-40%, which enables the stitching software to gener-

Figure 1. Schematic drawing of the DScan system. Flashes (not shown) are placed inside the scanner.
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ate smooth transitions between images. The number of images per drawer can be ad-
justed by changing the distance between drawer and camera (z-axis). A lower z-distance 
results in a larger number of images and a larger size and higher resolution of the final 
megapixel image. A full scan of a standard sized drawer (51 × 42 cm) at a distance of 60 
cm takes about 2.5 minutes and produces a set of 56 images (see the DScan in action 
on YouTube, youtu.be/zyT7l-CZego). At a distance of 52 cm, which is the minimum 
distance of the macro lens we are using without close-up lens, a scan comprises 99 images 
and the scanning process takes about 4.2 minutes.

Image processing

To obtain the final high-resolution image, the captured images from each drawer need to 
be assembled or “stitched” using dedicated stitching or panorama software. For this pur-
pose, we use AutoPano Giga (Kolor, www.kolor.com). Images are captured in RAW for-
mat, developed using Capture NX2 (www.capturenx.com) and saved as 8- or 16-bit TIFF 
images. Alternatively, images can be captured in JPEG (Figs 2a; 3a, d, g) or TIFF format 
(Figs 2b; 3b, e, h) and directly assembled without the need of image development. Using 
JPG format reduces the post processing effort but produces images of slightly inferior qual-
ity compared to RAW (cf. Fig. 3a, d, g vs 3c, f, i, for high resolution versions of Figures 2 
and 3 see media.zsm-entomology.de/suppl/zookeys_mass_digitisation_volume/Fig_2.png 
and media.zsm-entomology.de/suppl/zookeys_mass_digitisation_volume/Fig_3.png).

With 56 images per drawer, the final stitched image has a size of ca. 300 megapixels, 
whereas images that are assembled from 99 photographs result in pictures of about 500 
megapixels. The resulting images are far too large for display in a web browser and need 
to be made “zoomable” by tiling and creating a low resolution version of the original im-
age. This can be achieved by dedicated software such as Zoomify (Zoomify, Inc., www.
zoomify.com) or Krpano (krpano GmbH, krpano.com). During this process, tiles are cre-
ated at different resolutions, allowing zoom-and-pan viewing of the drawer image so that 
if parts of a drawer image are enlarged, the corresponding tiles are loaded, thus avoiding 
the need to load the full high-resolution image before it can be viewed. Sample images 
are available online at zsm-entomology.de and show insect drawers containing Coleoptera 
(zsm-entomology.de/wiki/Drawer_Digitization_Project_-_Coleoptera), Hymenoptera 
(zsm-entomology.de/wiki/Drawer_Digitization_Project_-_Hymenoptera), and Lepidop-
tera (zsm-entomology.de/wiki/Drawer_Digitization_Project_-_Lepidoptera).

Performance

With an optimised workflow in place, from capturing individual images of a single 
drawer to the final megapixel image, processing of about 100 insect drawers per day 
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Figure 2. Partial drawer images taken at the same position using three different file formats: captured 
as JPEG (a), captured as TIFF (b), and TIFF converted from RAW (c). A high resolution version of the 
image is available under media.zsm-entomology.de/suppl/zookeys_mass_digitisation_volume/Fig_2.png 
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Figure 3. Enlargements of drawer images from Fig. 1 to show quality differences between image file 
formats. Each of the three specimens was captured in JPEG (a, d, g), TIFF (b, e, h), and RAW (c, f, i). 
A high resolution version of the image is available under media.zsm-entomology.de/suppl/zookeys_mass_
digitisation_volume/Fig_3.png
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seems technically possible. This assumes a scan rate of 20 drawers per hour plus 10 
hours for processing the images in batch mode, which can be done overnight. Im-
age processing (developing, stitching, and image adjustment) depends largely on 
the computer hardware used. Using a workstation equipped with two Intel Xeon 
processors with 12 MB cache and a speed of 2.26 Ghz each, 24 MB of RAM, and 
a high-end graphic card, the stitching process of 56 individual TIFF images using 
the software AutoPano Giga takes about 4.5 minutes. The subsequent generation of 
multi-resolution images in jpeg format using Krpano takes an additional 1.5 min-
utes, resulting in a total of about 6 minutes for the computational part of the scan-
ning process, starting from a set of individual images to high-resolution, zoomable 
images that are ready for dissemination on the internet.

Costs

The costs for the CNC system itself without optics, computer hardware, and software 
amount to about USD $25,000. The camera system, i.e. a digital SLR with macro lens 
and studio flash lights, comes to about $2,000–$3,500, adding up to about $30,000 in 
total for the system including software (AutoPano Giga, krpano) but without comput-
er hardware for image processing and storage. However, as mentioned before, available 
hardware can be used and a range of suitable cameras can be fitted to the system, re-
quiring only minor modifications to the controlling unit and cable connectors. Stand-
ard computer hardware can be used for the stitching of images although the processing 
will take longer than with a dedicated workstation.

Further developments and prospects

The DScan system aims to achieve rapid digitisation of entomological collections. The 
high-resolution images of insect drawers themselves contain a wealth of information. 
However, additional processing is required to extract that information from the images 
and make computable metadata about the drawer content available and searchable. 
Currently, we generate basic metadata associated with each drawer manually, includ-
ing taxon information and geographic coverage. Several ways to extract metadata from 
drawer images are currently being explored and evaluated:

•	 Counting the number of specimens in a drawer and at the same time assigning 
numbers to each specimen using image analysis software like ImageJ (http://rs-
bweb.nih.gov/ij/) (Fig. 4). The number and position of each specimen can be ex-
ported and used, for instance, for image analysis purposes. For example, the posi-
tion (x-, y-coordinates) of specimens can be used to automatically crop an image 
around the position of a specimen. This would allow to create individual images of 
specimens in a drawer.
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Figure 4. Automatic numbering of specimens using ImageJ. For details see text.

•	 Adding a clickable “hot spot” to individual specimens in a drawer that shows, 
when selected, specimen- or species-related information, for example, type data. 
The trigger can also be used to open a text box, open an external web site, or sub-
mit a database query.

•	 There could be an option for users to interactively mark certain specimens, for 
example taxonomists who would like to borrow certain specimens for closer ex-
amination. Additionally, users may be given the opportunity to add information 
to specimens, e.g., identifications.

•	 Metadata could be extracted using Optical Character Recognition software.
•	 Specimens with a Quick Response (QR) code label that is visible from above can 

be tracked in a collection.
•	 Cutting out individual specimens from the drawer image and associating metadata 

with them will bridge the gap between digitisation at drawer and at specimen level.
•	 Extended depth-of-field photography to avoid parts of the image (e.g. bottom 

labels) being out of focus. This is particularly important when depth-of-field be-
comes very short at close object distance.
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The above list includes only some ideas that seem worthy of exploration in the 
future. More applications and analysis methods will surely emerge once the system is 
used routinely, provided that funding opportunities permit further development.
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Abstract
Nomenclatural benchmarking is the periodic realignment of species names with species theories and is 
necessary for the accurate and uniform use of Linnaean binominals in the face of changing species limits. 
Gaining access to types, often for little more than a cursory examination by an expert, is a major bot-
tleneck in the advance and availability of biodiversity informatics. For the nearly two million described 
species it has been estimated that five to six million name-bearing type specimens exist, including those 
for synonymized binominals. Recognizing that examination of types in person will remain necessary in 
special cases, we propose a four-part strategy for opening access to types that relies heavily on digitization 
and that would eliminate much of the bottleneck: (1) modify codes of nomenclature to create registries of 
nomenclatural acts, such as the proposed ZooBank, that include a requirement for digital representations 
(e-types) for all newly described species to avoid adding to backlog; (2) an “r” strategy that would engineer 
and deploy a network of automated instruments capable of rapidly creating 3-D images of type specimens 
not requiring participation of taxon experts; (3) a “K” strategy using remotely operable microscopes to 
engage taxon experts in targeting and annotating informative characters of types to supplement and ex-
tend information content of rapidly acquired e-types, a process that can be done on an as-needed basis as 
in the normal course of revisionary taxonomy; and (4) creation of a global e-type archive associated with 
the commissions on nomenclature and species registries providing one-stop-shopping for e-types. We 
describe a first generation implementation of the “K” strategy that adapts current technology to create a 
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network of Remotely Operable Benchmarkers Of Types (ROBOT) specifically engineered to handle the 
largest backlog of types, pinned insect specimens. The three initial instruments will be in the Smithsonian 
Institution(Washington, DC), Natural History Museum (London), and Museum National d’Histoire Na-
turelle (Paris), networking the three largest insect collections in the world with entomologists worldwide. 
These three instruments make possible remote examination, manipulation, and photography of types for 
more than 600,000 species. This is a cybertaxonomy demonstration project that we anticipate will lead to 
similar instruments for a wide range of museum specimens and objects as well as revolutionary changes in 
collaborative taxonomy and formal and public taxonomic education.

Keywords
Types, typification, digital imaging, biodiversity informatics, taxonomy, nomenclature, natural history 
museums

Introduction

Our ability to explore, sustain, and utilize biodiversity depends on accurate spe-
cies identifications, predictive phylogenetic classifications, and reliable scientific 
names. Biodiversity informatics relies on scientific names and the field continues 
to expand uses of binominals in information management and analysis (Patterson 
et al. 2006, 2010).

Species-level binominals are objectively applied due to the practice of typification 
in which a single specimen is designated to function as a representative or standard 
for the name (Blackwelder 1967, ICZN 1999, McNeill et al. 2006) Nomenclatural 
benchmarking is the periodic alignment of species names with changing theories of the 
limits of species and involves the reexamination of type specimens. Although the Code 
aims to promote stability in nomenclature Eugene Gaffney (1979) observed that taxo-
nomic stability is ignorance. New data, specimens, and analyses inevitably change and 
improve our understanding of species. These changes variously require coining new 
names, redefining concepts attached to existing names, or resurrecting names from 
synonymy. Unless binominals keep pace with the growth of knowledge and changing 
concepts of species, their information content and reliability as tools of communica-
tion and data management decline over time.

The process of nomenclatural benchmarking is the examination of type specimens 
of all available species-group names (i.e., all species-group names meeting the require-
ments of the prevailing Code) to ascertain which currently accepted taxonomic species 
the specimen bearing the name falls within. Whichever species the type specimen falls 
within, there follows the name attached to it. Difficulties in accessing types to inform 
nomenclatural decisions is slowing progress in taxonomy and threatening the integrity 
of biodiversity databases. Digital representations of types or e-types are clearly a major 
part of the solution. Where detailed images of types exist many nomenclatural deci-
sions can be made rapidly and efficiently. Botanists have led the way in the system-
atic digitization of types with impressively effective results from projects of individual 
herbaria to coordinated community projects (e.g., Global Plants Initiative, see www.
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botanischestaatssammlung.de/projects/GPI.html). Zoologists are making progress, in-
cluding specialized imaging techniques for unique specimen challenges (e.g., Berquist 
et al. 2012), but have major challenges ahead.

Here we address four issues that we regard as major challenges for nomenclatural 
benchmarking. First, there is the matter of a massive backlog. It has been estimated that 
the nearly two million currently recognized species (Chapman 2009) are accompanied, 
including names in synonymy, by perhaps five to six million name-bearing types. There 
is no tally of the number of type specimens that have been digitized to date, but it is 
at most a fraction of the backlog. Second, there is the issue of adding to the backlog 
through the description of new species. There is no formal requirement or expectation 
that types of the 18,000 or so species described each year be digitized. Third, there is 
a need for access to type specimens by experts in cases where existing digital images 
(e-types) fail to reveal characters in sufficient detail for definitive decisions regarding 
status. And, finally, there is a global need for a portal for access to all e-types.

We propose a strategy for addressing these challenges, including (I) modifications 
of the Codes to assure no further accumulation of backlogs of non-digitized types, 
(II) an “r” strategy that relies on automation to rapidly create reasonably informative 
e-types without the need for expert involvement; (III) a “K” strategy that engages 
experts to expand and refine such first approximation e-types; and (IV) the creation 
of a global archive of e-types. In addition, we describe a first generation “K” strategy 
instrument accessible via the Internet as part of an international network of remotely 
operable digital microscopes that make insect types accessible to taxon experts and that 
we anticipate will be launched in December, 2012.

I: Digitize types for new species at time of description

We could avoid adding to an already massive backlog of un-digitized types by adopt-
ing a few simple practices. First, we believe that the Codes should be modified to 
mandate registration of all nomenclatural acts, including descriptions of new species 
(Polaszek et al. 2005). As a further requisite, e-types should be a mandatory part of 
the registration of new species. While the minimum requirement would be one or 
more images, authors should be urged to include both a habitus representation of the 
type, preferably from multiple angles, as well as additional annotated detailed images 
of diagnostic anatomical details. Successful implementation will require standards 
for images as well as for data and metadata capture and dissemination, but such 
standards are already in wide use in biological informatics and should pose no seri-
ous difficulty.

Major museums that accession large numbers of types each year should establish 
e-typification centers to meet their in-house needs and to serve as a regional digital 
typification center. E-types could be created at a nominal fee for taxonomists working 
outside such institutions or offered at no charge for authors willing to permanently 
deposit the type with the museum.
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II: Rapid (“r” Strategy) e-typification

To deal with a backlog of millions of type specimens we propose the development and 
engineering of automated e-typification instruments capable of rapidly capturing as 
much visual information from the specimen as possible without the need for expert in-
tervention. It is easy to imagine such automated instruments that rotate the specimen, 
orbit a digital camera, or employ a battery of digital cameras to rapidly create rotatable 
and scalable 2D and 3D images of types. This would capture most, but not all, charac-
ters and provide a reasonably good first approximation of an e-type. Automation will 
result in low personnel costs. Deployed in numbers, such instruments could quickly 
eliminate the backlog. Following this initial digitization of the backlog these instru-
ments could be permanently installed at the e-typification centers discussed above.

III: Comprehensive (“K” Strategy) e-typfication

One reason that the “r” strategy is rapid is that it imposes a one-size-fits-all approach 
to creating reasonably good 3D composites of type specimens. While resulting e-types 
will enable many nomenclatural decisions, in other cases the images will be found 
wanting in detail, illumination, angle, or some other respect. In certain cases, such as 
where a dissection is necessary to reveal a character, a physical visit to the museum or 
shipment of a specimen is unavoidable. In other cases it may be that simply connecting 
an expert with a type specimen via telemicroscopy is enough. This “K” strategy takes 
advantage of expert knowledge to supplement existing images with those that target 
diagnostic characters. This is a symbiotic relationship, with the expert gaining precious 
access to a type and the museum profiting from expert knowledge, because the images 
captured from telemicroscopy will become part of the composite e-type.

Benefits of telemicroscopy are obvious. They can save a great deal of time and 
money compared to visits by experts to museums, they can virtually repatriate types 
to scientists in countries of origin allowing a level of interaction not possible with 
archived images, they can dramatically decrease wear and tear on specimens, and they 
further democratize taxonomy by leveling the field for amateurs and scientists at small 
institutions who will have equal access to types.

IV: A global e-type archive

A comprehensive, distributed, open-access global e-type archive is urgently needed. In 
fact, next to completing a catalog with the status of all available species names, such 
an archive ranks among the greatest needs for advancing biodiversity exploration and 
informatics. A global e-type archive would provide one-stop access to images of the 
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type specimens for any species and would be complementary to, and possibly acces-
sible through, portals such as ZooBank, the Encyclopedia of Life, and the Biodiversity 
Heritage Library. It could also be easily hyperlinked in electronic taxonomic journals 
and monographs.

Figure 1. Three-part strategy to (a) avoid further growth of backlog by digitizing all new species, (b) 
rapidly create 3D e-types for all existing species, and (c) open access to types for experts to facilitate their 
nomenclatural decision-making while simultaneously expanding and enhancing comprehensiveness of 
digital images of informative characters of type specimens. All images should be available through an open 
access public “Global e-Type Archive,” whether managed by ZooBank or a community-level organization.

I: Triage
Avoiding additional backlog

II: “r”
Rapid e-Typification

III: “K”
Comprehensive e-Typification

ICZN should mandate that 
all newly described species 
of animals are registered 
in ZooBank and that the 
registration process include 
digitization (e-typification) 
to meet a minimum standard 
(perhaps dorsal plus lateral and 
ventral). Collections that house 
types should be equipped to 
digitize. At least one museum 
in each country should be 
designated a typification center, 
offering service at little or no 
cost (perhaps in exchange for 
deposition of types). This will 
avoid any additions to the 
backlog of non-digitized types.

In order to deal with a massive 
backlog of insect types that are 
not yet digitized in any form, 
we propose development of 
an automated 3D imaging 
instrument capable of rapidly 
creating as close to a full 3D 
image of a type specimen as 
possible. Dozens of rapidly 
acquired stills would be sutured 
into a rotatable, zoom-able 
representation of the type 
specimen allowing a view 
of almost every angle of the 
specimen. The emphasis is on 
reasonably good and rapid 
documentation, not on high 
quality capture of any single 
morphological structure.

The comprehensive strategy 
takes a different approach, 
connecting via cyber space taxon 
experts with type specimens on 
a need to know basis. As types 
must be examined to resolve 
nomenclatural issues, the expert 
is allowed to manipulate and 
photograph a specimen remotely 
so that s/he can capture key 
characters in detail. Over time, 
as an archive of images grows, 
the need to access specimens 
will decrease and images can 
also be ingested into existing 3D 
composite images. Our ROBOT 
instrument is the first realization 
of “K”.

GeTA
Global e-Type Archive

The goal should be established to create a comprehensive archive of digital images of all type 
specimens.  The above strategy is our recommended vision for creating and populating the 
insect digitized (e) types, all fed into an archive that provides open access to both initial 3D 
representations of types and, over time, accumulated detailed images as well.
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Implementing “K” strategy for insect type specimens

ROBOT(E)

The idea of sharing specialized research instruments through Web access is not new 
(Hadida-Hassan et al. 1999) and, in our case, can be expanded to include specialized 
research resources such as specimens in collections. Histologists and pathologists have 
used telemicroscopy for decades and pioneered many innovative applications includ-
ing robotic controls, archival images, multiple simultaneous viewing, interdisciplinary 
telecommunication, team consultation, and expert teleconsultation (e.g., Bellina and 
Missoni 2009, Leong and McGee 2001, Mea et al. 1999, Kayser 2002, Pantanowitz 
2010) with application by extension to taxonomy.

Networking three leading insect collections in Washington, DC (Smithsonian In-
stitution, National Museum of Natural History, Department of Entomology), London 
(Natural History Museum, Department of Entomology), and Paris (Museum Nation-
al d’Histoire Naturelle, Laboratoire d’Entomologie) we set out to demonstrate that 
telemicroscopy could be used to implement our “K” strategy. With just these three 
nodes in a network of remotely operable microscopes in a network scheduled to go 
"live" in December, 2012 we will open potential access to a large fraction of insect type 

Figure 2. Two ROBOT(E) remotely operable digital imaging systems designed to allow taxonomists to 
examine, manipulate, and digitally photograph type specimens through a Web connection. Three such 
instruments are being deployed to major insect collections in Washington, London, and Paris. A proto-
type instrument remains with the IISE for testing and development purposes. PHOTO: Courtesy of Erik 
Holsinger, Arizona State University.
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specimens. These three collections, the largest on earth, contain more than 600,000 
insect type specimens and more than 100,000,000 specimens possibly representing as 
many as 80% or more of known insect species.

Our selection of insects for a demonstration project was a relatively easy one for 
several reasons. First, insects account for more than one million described (Foottit and 
Adler 2009, Zhang 2011) species and an estimated two to three million type speci-
mens. Second, many types are preserved as dry, pin-mounted specimens, making the 
engineering challenge of handling them manageable. Third, many types fall within a 
reasonable size range, again easing the challenge of handling most of them with a single 
device. Finally, many insects are of great agricultural, medical, and ecological interest 
and their taxonomy is undergoing rapid change requiring frequent access to types.

We have named our system ROBOT (Remotely Operable Benchmarker Of Types), 
with the first iteration (E) specially designed to handle pinned entomological types. 
Our goal was to make the system as simple and reliable as possible and to minimize 
costs by using as much off-the-shelf technology as feasible. The heart of ROBOT(E) is 
a digital Canon 7D camera that gave us several critically important capabilities beyond 
capturing images including auto-focus and through-the-sensor high resolution view-
ing. For the z axis we used the Visionary Digital BK P-51 CamLift that has a very pre-
cise linear actuator that can be moved in increments as small as 6.0 microns. The x and 
y axes use precise micro-step motors to move plates that were custom manufactured 
by a machine shop. Heavy studio-style lamp holders were modified to secure daylight 
temperature (ca. 5000 K) LED lamps that would operate on 120 or 240 v current. For 
the specimen holder, we designed an arm linked to two additional micro-step motors 
so that the specimen may be spun 360 degrees and “rolled” 180 degrees to reveal the 
ventral surfaces of specimens. The pin is secured by a tight bundle of fine acrylic cable 
into which it is inserted.

We designed and wrote the ROBOT(E) software to be simple and intuitive. Sev-
eral “windows” may be seen or hidden and resized or positioned to meet user prefer-
ences. Simple mouse, arrow key, and button choices operate the system’s five motors. 
Autofocus may be alternated with fine manual focusing. Autofocus is disabled when 
the specimen is rolled, and an algorithm keeps the specimen in approximate focus. Im-
ages are stored in a temporary folder from which they may be downloaded to any target 
folder. In addition, users may create bookmarks that remember x, y, and z coordinates 
so that specific views may quickly be recovered.

This first generation of ROBOT is intended to prove the usefulness of telemicros-
copy in the study of types and has limitations. Future generations could easily be mod-
ified to handle a range of museum specimens or objects with little modification. Once 
the systems are fully tested in museum settings, we plan to add a number of additional 
features, including an automated image stacking montage function and improved con-
trol over illumination. Options will likely include a choice of spot or diffuse light. By 
combining ROBOT with an advanced video communication software package, col-
leagues can examine a type or rare specimen simultaneously, a specimen intercepted at 
a port of entry could be identified in consultation with an expert, or an expert could 



Quentin Wheeler et al.  /  ZooKeys 209: 193–202 (2012)200

use the specimen for advanced teaching. We hope that this project serves to encourage 
additional uses for remote microscopy and paves the way to open access to types.

Conclusions

Our implementation of a network of remotely operable digital microscopes serves 
as a demonstration that high value specimens can be accessed, examined and im-
aged from virtually anywhere. It is merely one step in the modernization of museum 
specimen access. This is not a general solution to type accessibility or a substitute 
for creating e-types. We propose a broader strategy of which this direct connection 
of expert and type is merely one component. Our other recommendations include 
a global archive of type images, e-typification at time of original description and 
registration, and engineering automated instruments to rapidly create 3D images 
of all types. We also foresee modifications to improve our telemicroscopes in terms 
of their functionality, ability to handle a wide range of specimens and objects, and 
coupling with automated systems that alleviate much of the need for human in-
volvement in specimen access.

Figure 3. Screen capture of ROBOT(E) system in use. User is able to orient specimen on multiple axes 
by actuating micro-step motors that position on x, y, and z scales as well as spinning around axis of pin or 
tilting specimen to examine lateral or ventral perspectives.
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Abstract
In 2010, the Australian Museum commenced a project to explore and develop ways for engaging volun-
teers to increase the rate of digitising natural history collections. The focus was on methods for image-
based digitising of dry pinned entomology collections. With support from the Atlas of Living Australia, 
the Australian Museum developed a team of volunteers, training materials and processes and procedures.

Project officers were employed to coordinate the volunteer workforce. Digitising workstations were 
established with the aim of minimising cost whilst maximising productivity and ease of use. Database 
management and curation of material before digitisation, were two areas that required considerably more 
effort than anticipated.

Productivity of the workstations varied depending on the species group being digitised. Fragile groups 
took longer, and because digitising rates vary among the volunteers, the average hourly rate for digitising 
pinned entomological specimens (cicadas, leafhoppers, moths, beetles, flies) varied between 15 to 20 per 
workstation per hour, which compares with a direct data entry rate of 18 per hour from previous trials.

Four specimen workstations operated four days a week, five hours a day, by a team of over 40 volun-
teers. Over 5 months, 16,000 specimens and their labels were imaged and entered as short records into 
the museum’s collection management database.
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Introduction

The Australian Museum (AM) has natural science collections dating from 1806. The 
collections hold more than 18 million specimens of animals, fossils, rocks and miner-
als. Digitisation (in the form of databasing the text from specimen labels) of the col-
lections commenced in the 1970s and in 2012 approximately 40% of the collections 
have a text record in the Museum’s collection database. To digitise the remainder of 
the collections in this way, would at comparable rates, take another 50 years at least.

Funding for digitising of collections needs to be allocated as efficiently and wisely 
as possible to maximise the return for the investment. However it is unlikely that fund-
ing available for digitising is ever going to equal funding required for fully digitising 
our collections. This represents the digitising impediment.

In response to a lack of adequate resources for digitising, the Australian Museum 
(AM) has been exploring opportunities for engaging volunteers in image-based speci-
men digitisation since 2007. Initial work (Tann and Flemons 2008) demonstrated 
that utilising volunteers for imaging specimens and their labels was feasible and com-
pared favourably with traditional text-only data entry techniques.

In 2010 the Australian Museum obtained funding from the Atlas of Living Austral-
ia (ALA) to develop a volunteer-based digitisation program (DigiVol). The aim of this 
project was to explore and develop methods and technologies for engaging volunteers 
to assist in the rapid digitisation and registration of museum specimens. The project 
focused on the entomology collection, in part because it is a big collection that is largely 
not digitised, yet it lends itself to a methodical volunteer-based digitising process.

It was considered essential to establish a clear project scope for setting bounda-
ries within which to develop processes and procedures. This was particularly im-
portant for the imaging process as the choice of imaging resolution would have 
an enormous impact on downstream use and storage of images. Computer storage 
costs, network bandwidth and display capabilities often lag behind the capacity for 
capturing high resolution images. However, the time consuming handling of speci-
mens suggested maximising image resolution. Staying focused on the goal at hand 
simplified this dilemma. The primary goal in this case was to obtain good quality 
label images that could be easily read; the secondary goal being to capture an image 
of the specimen at the same time. With this in mind we established the following 
criteria for the project:

•	 Maximum 5MB file size
•	 Create an image of clearly readable text on labels, this being the priority
•	 Produce a clear, focused image of specimens at maximum resolution allowed 

by inclusion of labels in the same image – these specimens which will range in 
size from large cicada’s and moths (measured in many cm’s) to small beetles 
and flies (measured in the few mm’s) so detail that can be captured will vary.

•	 Attach a registration number
•	 Use relatively low cost imaging and computing equipment.
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•	 Create a partial record of metadata, including the species name and registra-
tion number.

•	 Develop simple standardised processes that could be easily replicated and im-
plemented on multiple workstations by volunteers

•	 Develop a process that would be comparable in speed to direct data entry 
by volunteers

•	 Ensure specimen safety with minimal breakages
•	 Maintain a harmonious working relationship with collection staff

This paper outlines the methodology of this project (for more detail on the ma-
terials and methods see [AM digitisation final report]), reports on the outputs, and 
discusses the issues encountered and lessons learned.

Methods

Database for storage of image metadata

An important component of digitising infrastructure was the database in which image 
metadata and short record information was initially entered into by the volunteers. 
This database was separate from the corporate collection management database for a 
number of reasons:

•	 Data Security - the corporate database had strict permissions on access for 
purposes of maintaining data integrity. In this project, volunteer staff, did not 
have data entry access

•	 Direct data entry into the corporate database can be slow and not as efficient 
or effective as using a lightweight MS Access database for data entry and vali-
dation followed by bulk importing the records into the corporate database

We chose MS Access as the platform for this database because:

•	 There was an existing software licence for MS Access
•	 The database support officer for this project has existing expertise in setting 

up, managing and programming in MS Access.

Where possible information stored in the database was made available as pick lists 
so that data entry required as little typing as possible, reducing input error and making 
the process faster.

At the time of image capture volunteers enter information through the MS Access 
database data entry form (Figure 1).

The data captured by the volunteers includes data necessary for creating a “short 
record”. It contained the bare minimum of detail about a specimen to enable the 
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creation of a valid collection database record in the museum’s collection management 
database, EMu. This short record which consisted of catalogue number, species (or a 
higher taxon level) name and the images themselves were imported into EMu. The rest 
of the label data, once captured could then be appended to this short record at a later 
date. The short record in the meantime is available for audit purposes, and for some 
collection and data management activities, as the specimen label data can clearly be 
seen on the image even though it is not text searchable.

Digitisation Laboratory

The Australian Museum provided a large room in which the Digitising Laboratory was 
established. This space was important in establishing the sense of belonging for the vol-
unteers as it was a dedicated space for the project. The room was fitted out with power 
and network outlets and secure access. There was enough space for four specimen label 
imaging workstations, one register imaging station, a microscope camera workstation 
and three transcription workstations.

Figure 1. Database for entry of image metadata.
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Specimen workstations

Each of the four specimen imaging workstations had the same equipment. Worksta-
tions were used for imaging individual specimens and their labels.

Workstation equipment:
–	 Two desks
–	 A desktop computer capable of manipulating large images
–	 Camera, lens and light source (flash)
–	 Copy stand for vertical photography
–	 Tools for specimen handling such as tweezers
–	 For a full listing of equipment see [AM digitisation final report]

Figure 2. A digitising workstation.

Process/workflow

Selecting and providing specimens for digitisation involved the Museum collection 
staff selecting appropriate curated drawers of specimens in preparation for imaging. 
Selection criteria included ensuring that the taxonomy and names for specimens in 
drawers were as up-to-date as possible, and unambiguous. Specimens also needed to 
be mounted, relatively robust (this is not essential but inclusion of less robust taxa 
generally led to more breakages and so required more collection staff time in resolving 
breakages), to avoid damage when being handled, and accessible within each drawer, 
for example, not cramped where labels and specimens would be damaged.
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It was a large task to ensure the supply of specimens for digitising. With four 
workstations operating four days per week, the rate at which specimens can be digitised put 
a considerable burden on collection staff. Curated drawers needed to be allocated for up to 
a month in advance to ensure that volunteers would not run out of specimens to digitise.

Summary of the steps in handling and imaging of specimens

(for full details see [Specimen Training guide])

•	 Curate specimens
Before moving drawers of specimens to the imaging laboratory, collection staff 

ensured they were curated to a specified level for the project. Type specimens were re-
moved, as they were considered too precious to be handled by those without appropri-
ate training. Each specimen was checked to ensure it was labelled adequately with its 
taxonomic name, and that drawers were not overcrowded. This workload had signifi-
cant resource implications for collection staff (see Discussion and Conclusion Table 1)

•	 Retrieve specimens
Drawers were removed from the collection by the digitisation officer in the order 

that they were numbered and transported to the Digitisation Lab. Drawers were trans-
ported on a trolley from the collection to the Digitisation Lab.

•	 Prepare specimens
At each workstation there were two volunteers: one volunteer handled the specimen 

(the specimen handler), the other volunteer photographed the specimen (the digitiser).
For more details of the process see [Specimen Training guide].

•	 Image specimens
Label information was entered into the database, and the specimen and its labels 

were imaged.

•	 Deal with damaged specimens/labels
Damaged specimens (broken parts are collected and included with the specimen), 

damaged labels, and specimens without labels were placed in a ‘hospital’ drawer to be 
returned to collection staff for assessment and repairs. Place holders were used to iden-
tify where the specimens were to be returned to. The collection manager was notified 
when the hospital drawer was full.

•	 Return specimen drawer to the collection
After a specimen had been imaged it was replaced in its drawer.
Once imaging of all specimens in a drawer is finished, a drawer could be returned 

to the collection.
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•	 Review image and entered data
After each drawer had been imaged the information entered in the database was re-

viewed to ensure consistency and identify any obvious image or data capture problems.

•	 Monitoring of the process
The following information is recorded to monitor the project’s outputs, staffing 

and volunteers:
Number of specimens digitised per day by volunteer
Number of drawers digitised per day
Number of volunteer hours per day
Number of damaged specimens
Number of specimens damaged beyond repair
Number of collection staff hours per day

Volunteer recruitment, supervision and management

Recruitment, coordination and supervision of volunteers
The development and management of a team of well trained, productive volun-

teers dedicated to the digitisation of museum collections, whether large or small, re-
quired the same basic approach.

Figure 3. An example of a specimen and label image, in this case a hawk moth.
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A volunteer coordinator was essential. In practice, this role and its responsibilities 
could have been spread across one or more people or positions. Ideally, however, we 
felt that a single position, which in the case of this project was shared between two 
individuals, was likely to produce the best outcome for the museum. The large size of 
the volunteer team and the high throughput of the project required a dedicated co-or-
dinator resource to ensure that the workload of existing staff was not impacted greatly.

The volunteer coordinators were responsible for recruiting, training, coordinating 
and supervising volunteers. First and foremost they needed to have excellent people 
management skills and a good understanding of the technical processes involved in 
digitisation. The extent to which they need to be technically proficient was dependent 
on the availability of other sources of technical expertise. Coordinators were trained 
in specimen handling, the extent that they assisted the collection staff in developing a 
video demonstrating how volunteers should handle specimens.

The major steps in the creation of the volunteer team were as follows:

•	 Recruitment
An expression of interest email was sent out to Australian Museum Members. 

Potential volunteers were asked to identify their preferred days, which could be a Sat-
urday, and their availability, to volunteer for one day a week, or one day a fortnight.

•	 Rostering
Potential volunteers were prioritised on their day preferences according to their 

response time to the expression of interest.

•	 Induction
New volunteers were given an introduction to the working area and other volun-

teers and a tour of the public exhibition within the museum.

•	 Training
Volunteers attended a one day training session with short videos about handling 

and imaging specimens. The videos were accompanied by training manuals, and fol-
lowed by hands-on practice with experienced volunteers.

•	 Review
Digitiser volunteers undertook a six-week introductory period. At the end of this 

period each volunteer would complete a self-assessment review of their practice and 
the project.

•	 Ongoing Support
Digitiser volunteers received ongoing practise support from peers as well as the 

digitisation officer.
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Results

Each specimen digitised resulted in a “short” record in EMu with taxon and registra-
tion number linking with existing taxonomic information in EMu, and included an 
image of the specimen with associated labels.

The following graphs show various statistics over the period of the project.
As the number of workstation hours per month varied (Fig. 4) so did the number 

of specimens digitised per month (Fig. 5). The drop off over December was due to the 
Christmas holiday period.

Figure 4. Workstation hours per month. Figure 5. Specimens digitised per month.

The number of specimens digitised per workstation hour (Fig. 6) was 
reasonably consistent throughout the project. Compared to the relatively large 
changes in daily productivity (see Fig. 8) when averaged over a month productivity 
was reasonably constant.

The number of damaged specimens per month (Fig. 7) was related to the number 
of specimens being processed and the fragility of the group being worked on. The 
highest rate of damage was with the Sphingidae moths. All damaged specimens need 
to be dealt with by collection staff, so an increase in the numbers damaged, meant an 
increase in collection staff time to remedy.

There is great variability in the number of specimens digitised per workstation 
hour (Fig. 8). This was not simply a factor of the number of workstation hours per 
day. Other factors, such as volunteer competency and diligence, and the taxonomic 
group being worked on, also influenced the digitising rate. The variation in the 
workstation hours (Fig. 9) is due to variable volunteer attendance which was more 
likely to be affected by external factors than is the case with paid staff, a factor that 
affects productivity.
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Discussion and conclusions

Why use image based digitisation?

There was a time when databasing (entry of text only data) of collection holdings was 
the preferred way of digitising a collection, for collection management and data access. 
This is now being challenged by the digitising of collections where specimens are im-
aged and their associated label data entered as complementary data.

The advent of this approach has come from the realisation that having an image 
of the specimen and its associated labels has strong collection data management 
benefits including:

Figure 6. Average number of specimens per 
workstation hour by month.

Figure 7. Number of damaged specimens per month.

Figure 8. Number of specimens digitised per 
workstation hour.

Figure 9. Number of workstation hours per day.
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•	 A readily accessible digital voucher of each specimen and its labels for verifica-
tion and reference as a digital loan

•	 Reduced need for specimen handling
•	 A virtual specimen in the event of collection loss or damage, e.g. fire, flood, 

earthquake, or for when the specimen is on loan
•	 Remote access to original label data for review by researchers
•	 A capacity for using handwriting to help identify a collector in the absence of 

a collector name
•	 A limited potential for species identification from an image
•	 Enabling the use of ‘non-experts’ in data entry with the benefit of knowing 

data quality and enabling dubious data to be checked without having to physi-
cally visit a specimen in the collection.

Best practice

The processes and procedures detailed in this paper constitute best practice for the 
predefined goal of image based digitising of individual specimens and the associated 
labels. We have produced documentation and videos that detail the handling of speci-
mens and registers and a handbook for volunteers involved in the digitizing project 
[Rapid Digitisation Project Resources]. 

The two most important components of this best practice are:

•	 the dedicated role of the digitising officer who recruits, trains and coordinates 
the volunteers, liaises with collection staff and implements the technical processes

•	 the curation of material prior to digitisation by collection staff which makes 
the digitising process as effective as possible in terms of consistent identification of dig-
itised specimens, ease of handling and selection of appropriate specimens (including 
removal of types).

Curation of specimens by drawer in preparation for digitising

A factor that should not be glossed over is the potential resource impact of prepar-
ing drawers of specimens for digitising. This curation involves removing types (where 
it has been decided that types are not to be imaged by volunteers, as is the case in 
the AM project), ensuring specimens within the drawers are labelled adequately with 
taxonomic names and that the specimens are not overcrowded and thus difficult for 
volunteers to handle. These are tasks which must be carried out by collection staff or, 
where appropriate, experienced volunteers.

Institutions need to ensure that adequate resources and lead time are made available 
to allow collection staff to curate drawers well ahead of scheduled digitising for those 
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drawers. In addition, any application for funding of digitising projects needs to factor 
in resources required for the curation of material to be digitised.

It is difficult to estimate how much time is required specifically for the curation 
of specimens for digitising (Table 1) because curation is a normal part of collection 
management. What is clear though is that a dedicated rapid digitising project shifts 
the priorities of collection staff onto curation of specimens that may otherwise not 
have been in their workplans. Unless effectively resourced this can lead to conflict over 
work priorities in the collection. All insect collections contain a mixture of groups 
which range from well identified (usually because of associated input from skilled 
researchers) to completely unidentified or incorrectly identified. There may be well-
identified groups that are not suitable for digitisation because of their physical state or 
there may be groups which would be ideal to digitise which are not well identified. The 
presence of well-identified collection material represents an investment that should not 
be taken for granted.

Table 1. This table gives some idea of the difficulty in estimating time required for curation. These are 
figures provided by David Britton, Collection Manager at AM.

Group No. of drawers No. of specimens Curation time estimate

Notodontidae (moths) 26 ~ 1000 7 days, included some identification 
(4 drawers)

Sphingidae (hawk moths) 50 1916 8–15 days, included some 
identification (6 drawers)

Cicadas 82 4386 25 days
Scarabaeidae (beetles) 5 2204 15 days including identification

Noctuidae (moths) 10 809 4 days
Leafhoppers etc 41 3385 20 days

Technical support for creating and maintaining databases and photographic 
equipment

The entry of metadata for each image captured is an important consideration as it has im-
plications for resourcing, productivity and the ease in which data can be incorporated into 
the institutions collection management system, in the case of AM that being KE-EMu.

Databasing at the time of image capture could be carried out in a number of ways 
including: direct entry into a spreadsheet such as Excel, entry into a purpose built 
database such as MS Access for later/subsequent import/uploading or direct entry into 
the corporate collection database. We chose the MS Access option because it optimises 
data entry speed and accuracy (through the use of picklists, default data values and 
automated field population), and doesn’t carry security overheads (volunteers accessing 
the corporate database has unacceptable data security issues).
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Technical support is required to establish and maintain the database and the 
various entry forms required.

Options for Capturing Full Records

The complete label information could be transcribed and entered into a spreadsheet or 
database at the time of image capture. However, this approach wasn’t adopted because 
it was felt that separating out the imaging and transcription steps has benefits for the 
process in terms of specialisation which is likely to result in improvements in speed, 
efficiency and accuracy.

Imaging the labels allows scope for unlocking and outsourcing the transcription of 
the complete label data to create a full record.

Two options that utilise volunteers are as follows:

•	 Internal Volunteers – by setting up separate computer workstations with ei-
ther spreadsheets or data entry database forms, the label information could be tran-
scribed by the volunteers in the DigiVol laboratory.

•	 Crowdsourcing with Online Volunteers – the approach chosen was to establish an 
online volunteer transcription site [Biodiversity Volunteer Portal] where the complete label 
information can be transcribed into defined database fields. This data can then be validated 
and imported back into the Emu collection database to create the full database record.

Funding Options

Our investigation of funding options came to the following conclusion on likely sourc-
es of funding for digitising projects:

It is far easier to get funds for buying equipment and building infrastructure than 
it is for ‘bums on seats’.

With this in mind, some institutions may find it worthwhile to seek funds for 
equipment purchase and then allocate some existing internal resources to set up the 
equipment and coordinate the volunteers in a manner that is amenable to their avail-
able staff resources.

Short term projects of one or two years may be funded through trusts, particularly 
those related directly to the institutions activities, e.g. The Australian Museum Foun-
dation. Such short term projects should focus clearly on delivering a specific content 
such as a charismatic or high profile collection in its entirety.

In the absence of either of these sources of funding it is dependent on the institu-
tion itself to determine its priorities in terms of digitisation and focus what resources it 
can in pursuing those priorities.
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Low cost digitising options

Where institutions are unable to implement best practice because of resourcing con-
straints the processes and procedures outlined above can be scaled to suit available 
resources. For example, a single workstation could be established at minimal cost and 
a small team of volunteers (two to ten) trained and coordinated by an existing staff 
member if the workstation was located in close proximity to the staff member.

•	 Equipment selection
The cost of setting up a workstation is somewhat flexible in that many institu-

tions will already have the necessary equipment for specimen handling and curation 
and also the necessary furniture. This can considerably reduce the costs of setting up a 
workstation, reducing it to just the cost of imaging equipment and computer software 
and hardware.

•	 Computer
A fast but standard specification was chosen to get the best balance between price 

and performance. Two screens were used: a larger screen for viewing the images (as 
image capture is controlled through the computer) and another screen for operating 
the database for data input.

•	 Copy stands
Good quality copy stands are essential as they provide stability for the camera and 

a sound platform upon which the specimens can be imaged. Kaiser makes excellent 
stands.

•	 Cameras
Any number of cameras could have been chosen and would have been suitable to 

the task. We chose a Canon 550D as we felt it delivered good results was sufficient to 
do the job and represented very good value for money. We felt there was no need for a 
more expensive camera nor a higher resolution camera because we wanted to keep the 
image size to a manageable 5MB jpeg.

•	 Storage
When capturing many thousands of images at 5Mb size per image, the impact on 

storage is significant. Images are stored on the Museums network as part of its image 
storage infrastructure. Funding for future image capture has been factored into the 
Museums overall IT planning.
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Abstract
Legacy data from natural history collections contain invaluable and irreplaceable information about bio-
diversity in the recent past, providing a baseline for detecting change and forecasting the future of biodi-
versity on a human-dominated planet. However, these data are often not available in formats that facilitate 
use and synthesis. New approaches are needed to enhance the rates of digitization and data quality im-
provement. Notes from Nature provides one such novel approach by asking citizen scientists to help with 
transcription tasks. The initial web-based prototype of Notes from Nature is soon widely available and was 
developed collaboratively by biodiversity scientists, natural history collections staff, and experts in citizen 
science project development, programming and visualization. This project brings together digital images 
representing different types of biodiversity records including ledgers , herbarium sheets and pinned insects 
from multiple projects and natural history collections. Experts in developing web-based citizen science 
applications then designed and built a platform for transcribing textual data and metadata from these im-
ages. The end product is a fully open source web transcription tool built using the latest web technologies. 
The platform keeps volunteers engaged by initially explaining the scientific importance of the work via a 
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short orientation, and then providing transcription “missions” of well defined scope, along with dynamic 
feedback, interactivity and rewards. Transcribed records, along with record-level and process metadata, are 
provided back to the institutions.  While the tool is being developed with new users in mind, it can serve 
a broad range of needs from novice to trained museum specialist. Notes from Nature has the potential to 
speed the rate of biodiversity data being made available to a broad community of users.

Keywords
Natural History Museums, Biodiversity, Open Source, Museum Collections, Citizen Science, Digitization, 
Transcription

Introduction

Natural history collections represent irreplaceable legacy information about our bio-
sphere. In an era dominated by planetary-scale anthropogenic change (Walther et al. 
2002, Parmesan and Yohe 2003) and unprecedented biodiversity loss (Jenkins 2003, 
Loreau et al. 2006, Wake and Vredenburg 2008), both historical and recent biocollec-
tions and their associated data represent valuable benchmarks for analyzing the biologi-
cal impacts of environmental change and determining its causal factors (Moritz et al. 
2008, Rainbow 2009, Pyke and Ehrlich 2010, Erb et al. 2011). The knowledge derived 
from specimens has been a critical component in studies of invasive species (Giovanelli 
et al. 2008, Rödder and Lötters 2009); biological conservation (Pawar et al. 2007); land 
management (Ochoa-Ochoa et al. 2009); pollination (Biesmeijer et al. 2006); species 
distributional (Lyons and Willig 2002, Peterson 2003, Moritz et al. 2008, Peterson 
and Martínez-Meyer 2009) and phenological (Nufio et al. 2010) responses to climatic 
change; spread of pathogenic organisms (Moffett et al. 2009, Soto-Azat et al. 2010); 
species discovery (Bebber et al. 2010); and forecasting future changes (Graham et al. 
2004).

It is estimated that the number of specimens in natural history collections could 
range anywhere from 1 billion for just arthropods (Nishida 2003) to 2 billion records 
for all collections (Ariño 2010). Whatever the final number, the current representation 
of digitized records is much less. The Global Biodiversity Information Facility (GBIF) 
maintains the largest single portal to digital species occurrence records -- currently 
provisions about 400 million records, many of which are from citizen observation 
networks and not natural history collections. Further, the taxonomic representation 
in GBIF is skewed to those taxonomic communities and regions of the world where 
support for digitization has been strongest. While the current digital available repre-
sentation of vertebrates in Western Europe and North America may be quite good, 
for groups such as insects in regions such as the tropics, our data remain particularly 
limited (Guralnick and Hill 2009). Biocollections contain abundant historical records 
(Boakes et al. 2010) that help fill the gaps from early time-periods, often pre-dating 
massive human-caused changes to landscapes. Furthermore, these collections often 
contain important biological records that can help further the study of biodiversity 
today (Pyke and Ehrlich 2010).
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Despite the well-documented value of biocollections for science and society, the abil-
ity of researchers and policy makers to utilize this resource is hampered because many 
specimen data remain sequestered within institutions in non-digital formats. Digitization, 
transcription, description, and mobilization of specimen data (including label data, imag-
es, field notes, illustrations, and gene sequences) improves data discovery, interoperability, 
and enhancement (Edwards et al. 2000, Canhos et al. 2004, Soberón and Peterson 2004, 
Guralnick and Hill 2009), but these activities are not automatic, and present technical 
and organizational challenges (Pennisi 2005, Berendsohn and Seltmann 2010).  Many 
institutions lack the financial, technological, or staffing resources needed to complete the 
many tasks required to deliver well-described digital data to data consumers (Vollmar et al. 
2010). Even those institutions fortunate enough to have the needed resources and capacity 
may still want to utilize new methods that engage the public, serve educational missions, 
and potentially deliver more error free data while also scaling down total digitization costs.

Specimen digitization (i.e. digitally capturing each component of the specimen 
label and at times the specimen) is a multi-step process, and one of the most expensive 
and time-consuming of those steps is transcribing the labels into textual formats es-
sential for further description and querying. This is particularly challenging when la-
bels are hand-written, rendering other techniques such as optical character recognition 
(OCR) mostly useless. While OCR can prove valuable with printed or typed labels, 
and will undoubtedly play an important role in the future, the technology is still prone 
to errors that need to be corrected and validated. There is, however, a potentially trans-
formational solution to this problem: working with citizen science volunteers across 
the world to help with transcription tasks.

Citizen science, where volunteer researchers are asked to help create or process 
scientific data, is becoming popular on the web (Zooniverse, https://www.zooniverse.
org/; Folding@home, http://folding.stanford.edu/) and in web-enabled field collec-
tion (eBird, http://ebird.org/; iNaturalist, http://inaturalist.org/). Biological specimen 
transcription is a task well suited for citizen science, and a small number of projects 
have already been developed. Herbaria@home (http://herbariaunited.org/atHome/) 
for example, provides a portal to the herbarium sheets from primarily the United 
Kingdom and Irish herbaria. The work done by Herbaria@home has helped unlock 
over 100,000 specimens, making them digitally available for further science research. 
A more recently launched project, Atlas of Living Australia (ALA) Biodiversity Vol-
unteer Portal (http://volunteer.ala.org.au/), has a broader scope, digitizing records and 
field notes from Australia’s biodiversity collection. The ALA site builds missions and 
encourages users to earn badges for their efforts. The Volunteer Portal has brought in 
around 200 volunteers who have completed nearly 20,000 transcription tasks.

Here we describe for the first time a prototype citizen science application for tran-
scribing cross-institutional, taxonomically diverse, natural history ledgers and labels 
called Notes from Nature (http://www.notesfromnature.org/; Figure 1). In describing 
this tool and how it was designed, we hope to also provide insights into data manage-
ment and quality assurance methods, volunteer engagement practices, and education 
and reward mechanisms in online citizen science project development. We frame our 
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development process using knowledge and tools gained from other Zooniverse projects, 
which has pioneered web-based citizen science in other disciplines, while discussing 
unique aspects of working with natural history specimen based image sources. In partic-
ular, we discuss topics important to the development and management of citizen science 
applications, such as methods to provide user feedback, communication and rewards to 
volunteers, and testing accuracy compared to more traditional transcription practices.

Methods and results

Data resources for initial phase of notes from nature

Notes from Nature is currently in a prototype phase and was developed in a col-
laboration between institutions and consortium including: Natural History Museum 
London bird collection (NHMUK; http://www.nhm.ac.uk/research-curation/depart-

Figure 1. Organization of the Notes from Nature platform.
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ments/zoology/bird-group/index.html), the Southeast Regional Network of Expertise 
and Collections (SERNEC; http://www.sernec.org/) organization, Calbug (http://cal-
bug.berkeley.edu/), and the University of Colorado Museum (http://cumuseum.colo-
rado.edu/Research/Zoology/). The NHMUK contributes an iconic group of organ-
isms with a long history of enthusiasts and volunteer communities ‒ birds. SERNEC is 
a collaboration of Southeastern United States herbaria to bring collections “online” in 
part through digitization efforts of herbarium sheets. Calbug is a collaboration involv-
ing multiple entomological collections in California and coordinated by the University 
of California Berkeley’s Essig Museum of Entomology (EMEC); one goal is to provide 
a model for the digitization of diverse and digitally underrepresented arthropod speci-
mens. The University of Colorado Museum of Natural History (UCMNH) is provid-
ing a unique validation dataset discussed in more detail below.

The input data and images from these three groups fall into three different catego-
ries. The NHMUK data consist of images of hand-written ledger pages that contain 
each component of a record organized in rows and columns (Figure 2a). SERNEC pro-
vides images of plant specimens with associated labels: in this case, specimens are flat, 
and are therefore particularly amenable to photographing, and suffer minimal image 
loss or distortion in the third dimension (Figure 2b). The Calbug digitization processes 
are particularly challenging because individual specimens are mounted, along with la-
bels, on pins (Figure 2c).  Each specimen is carefully removed and photographed along-
side each associated label. The three projects have independent, and for SERNEC and 
Calbug, ongoing imaging initiatives that are driving content for Notes from Nature.

We have collected an additional 100 images, representing ledger pages of bird 
specimens containing over 1000 records from UCMNH, to be used as reference stand-
ards. The full set of these records has already been databased once, creating an objective 
standard of quality for comparison. These images were then re-transcribed by trained 
museum staff in Fall of 2011 using current best practices in order to calculate rate and 
current cost. The transcription of these records will then also be duplicated by Notes 
from Nature volunteers. Local “staff” and citizen science retranscriptions will then be 
compared to the original datasets in order to generate statistics regarding accuracy, 
speed, and required training of the volunteer community to create data on the Notes 
from Nature platform. We will make such statistics publicly available on the Notes 
from Nature blog. We note that this initial comparison, although useful, may not 

Figure 2. Example biocollections source images showing (a) The Natural History Museum, London 
bird specimen ledger; (b) The Southeast Regional Network of Expertise and Collections herbarium sheet 
label; (c) Calbug specimen and label image.
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generalize to other types of material (e.g. herbarium sheets, specimen labels). However, 
such initial statistics are of high value given only anecdotal information by which to 
judge cost efficiency and quality. Further such tests can only help provide assessment 
of the cost and quality effectiveness of the citizen science approach.

Notes from nature platform design overview

Notes from Nature is being developed with personnel and programming support from 
The Citizen Science Alliance (CSA; http://www.citizensciencealliance.org/), which de-
velops and maintains a roster of projects called the Zooniverse (http://www.zooniverse.
org/), and Vizzuality (http://www.vizzuality.com/), a CSA parter that specializes in 
biodiversity visualization. A core team of CSA developers, designers and educators is 
funded by a grant from the Alfred P. Sloan Foundation that promotes the development 
of new citizen science projects at the Zooniverse. Zooniverse projects are growing in 
diversity but each project builds upon a set of technologies that aid common features 
across projects such as transcription data collection and user communication (https://
github.com/zooniverse).

The front end of the platform is built on a stack of the latest web-technologies using 
JavaScript and HTML5. The transcription tool, for example, uses a mix of HTML5 
Canvas and JavaScript to give the user a simple mechanism for capturing each record’s 
location and content. The system is designed to have different user-interfaces tailored 
to the image layout and information displayed. For example, the transcription tool 
layout for row-and-column based ledger page images (Figure 3) will differ from the 
layout for mounted plant specimen and label images. The tool is open-source and code 
is available online at https://github.com/Vizzuality/BioTrans.

The design of Notes from Nature takes it cues from other successful Zooniverse 
projects. Any person with Internet access can create a Zooniverse account and join the 
project (or any other project in the Zooniverse). Prior to performing any transcription, 
a new user is led through a short series of tutorials. These demonstrate the process of 
accurate transcription, but more importantly explain how and why the data are impor-
tant to scientists.  In previous Zooniverse projects, orientation tutorials have proven 
especially valuable for imparting the urgency and value of the work which in turn 
provides initial motivation for involvement (Raddick et al. 2010).

Notes from Nature organizes the raw data – digital images – in three different 
ways: by projects, by collections, and by missions. “Projects” are large, unified, datasets 
provided by partner museums or consortiums or museums. SERNEC and Calbug are 
two distinct examples of projects. “Collections” are the organizing subunits within 
projects. For example, Calbug is a collaboration across eight different institutions, and 
each institution that has records in Notes from Nature will be referred to as a “collec-
tion”. The three projects are shown on different pages of the Notes from Nature site 
so that volunteer transcribers can learn about the projects and collections that interest 
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them them most. While the real world organization of projects and partners can be 
complex, the simplification is intended to help users find relevant information about 
the specimens they are transcribing. Finally, the Notes from Nature team is developing 
“missions” that thread narratives across or within projects and collections. Missions are 
meant to engage the users, especially those with special interests in a particular organ-
ism or group of organism (e.g. beetles) or regions (e.g. west African tropics). Each mis-
sions has a clear end-point, where every record in the mission is transcribed or deter-
mined to be too challenging for transcription and the mission is considered complete.

During the transcription process on Notes from Nature, the user examines and 
transcribes records or ledger pages one at a time. The work a user performs is re-
corded, and elements of that work will be displayed as part of their personal profile 
page; a user’s personal data may include what collections they have worked, how 
many missions in which they have taken part, or on what missions they are cur-
rently working. As discussed below in more detail, transcribers are also rewarded 
for completing certain kinds of tasks, acquiring badges for different kinds of ac-
tivities such as completing a certain number of records in a particular taxonomic 
group or geographic area, finding new and unusual records such as previously 
unrepresented species of organisms.

Figure 3. The Notes from Nature transcription tool for NHMUK museum ledgers. The tool gives users 
basic methods to navigate through a page of collections records while transcribing each major component 
of the record, viewing help dialogs, or skipping difficult to transcribe record entries. For help dialogs, we 
provide more than one example for each record element. The record outline is a movable window and, 
during transcription, the image and the tool location on that image is also captured as metadata, so that 
data managers can return quickly return to the source material for any record.
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Transcription and storage of results using notes from nature

The transcription tool is the workhorse of Notes from Nature, capturing both text in-
puts from the user along with its own position and the page on which it is being used. 
Volunteers move the tool to overlap a single specimen record among the many on a 
ledger sheet, and then transcribe and categorize the components of each record, such as 
collector, geographic, temporal, and taxonomic fields. In all cases, a record of the image 
or page of the scanned material, the record’s identification in a collection or project, 
and the location of the transcription on the digital image are stored in a MongoDB 
back end hosted by the Citizen Science Alliance.

The accuracy of transcriptions generated in Notes from Nature is evaluated 
by collecting at least three replicate transcriptions for every record (Figure 4). The 
level of convergence by volunteers is used to evaluate confidence in the output 
(Lintott et al. 2008). The accuracy for each field within a record (such as date of 

Figure 4. The simplified transcription replication and validation step. Following three independent 
transcriptions of a record, data is reconciled and returned to the original data provider. Records sent back 
to the provider can be fully complete, partially complete, of fully incomplete. Fully complete records are 
those where all three citizen scientist volunteers (CS) agree on every field of the record. Partial records 
include only those fields where CS agree. Fully incomplete records indicate that volunteers were largely 
unable to transcribe the record consistently. Data collected that does not become part of the final record 
is still made available for further review by the data provider.
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collection or species name) can be measured independently, allowing trained staff 
to then revisit problematic records and work to resolve discrepancies outside of the 
Notes from Nature platform.

The full record collected at transcription, including all multiple replications, are 
returned to the original data providers as both “raw” outputs and summaries that 
can provide quick views of progress (number of records transcribed on a day, total 
hours spent, etc). Notes from Nature will assure that the core fields, and other parts 
of records that are valuable to collect but might be idiosyncratic to a collection, meet 
community standards (Wieczorek et al. 2012). We will ask all users to transcribe re-
cords verbatim. The task of the citizen scientist is not to correct the original data, but 
instead to make it digitally available. In later versions of Notes from Nature, we plan to 
include interfaces for advanced users to suggest corrections to the original record. Part 
of this future work will be cleaning records to conform to the controlled vocabularies 
in standards such as Darwin Core.

For the Notes from Nature initial prototype, the goal is to assure that the essential 
fields of each partner institution are captured verbatim, with metadata about collection 
and replication. Core members of the Zooniverse and Vizzuality teams will be work-
ing with the project leads to ensure the data is captured effectively and returned to the 
home institutions in formats most useful for further integration back into databases. 
As per collaboration agreements, all data collected from this project will be made freely 
available online in usable formats (e.g. Darwin Core records) by the collaborating pro-
jects (NHMUK, SERNEC, Calbug) or their member institutions.

Volunteer engagement and incentives

The methods for engaging volunteers in the Notes from Nature project can be categorized 
in three ways: communication, transcription feedback and narratives, and incentives.

Communication: Notes from Nature, like most projects on Zooniverse, en-
courages users to interact with both scientists and other volunteers in a pur-
pose-built discussion platform (https://github.com/Zooniverse/Talk) and via 
live-virtual discussion. The live discussion interfaces serve as an excellent me-
dium for comments and questions and also become a focal point of communi-
cation to and from the researchers that are interested in seeing this data inform 
future science and conservation. Like other CSA projects, Notes from Nature 
will have a blog for communicating and archiving major news, discoveries, and 
milestones to the community. The blog will also become a tool for outreach, 
seeking new volunteers from existing clubs and communities.

Transcription feedback and narratives: Notes from Nature will provide im-
mediate information about how a user’s actions are expanding the library of 
information for scientific research. Records transcribed can be shown as part 
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of a “collective map” illustrating how new records streaming in from all Notes 
from Nature volunteers are closing gaps in our knowledge. Similarly, users will 
be given data-driven narratives such as collector histories, where we will create 
maps showing where collectors have travelled, telling small stories about the 
scientific work and contribution of the people who helped create the biologi-
cal collections. Users will also get feedback about the taxa they are transcribing 
utilizing taxon resolvers and displaying content such as images or narratives 
from EOL and Wikipedia in the Notes from Nature interface.

Incentives: Users will receive badges that are marks of accomplishment that 
can be kept on the Notes from Nature site and shared with others broadly via 
other social media sites. Distributing digital badges to represent new skills or 
achievements and thus promote learning and further engagement is a trend 
emerging in education fields (Goligoski 2012); however, rigorous studies 
demonstrating whether or not badges enhance citizen science motivation and 
learning have yet to be performed. Examples of badges in Notes from Nature 
may include “World Explorer” for those who complete transcriptions in a 
large number of countries, or “Bird Expert” for those who transcribe the top 
number of bird records.

Conclusion

The development of web-based citizen science endeavors stems from a long tradition 
of utilizing volunteers with a strong interest in the scientific subject matter (Cohn 
2008). Such volunteer work has typically taken place locally at museums or other in-
stitutions, but the rise of the World Wide Web has provided a new, global platform for 
unpaid citizen efforts (Cravens 2000). Citizen science projects have taken many forms, 
the most well known among the biology community being outdoors-based reporting 
of species geographic distribution (e.g. iNaturalist, eBird; Sullivan et al. 2009) and 
phenology (e.g. Project Budburst; Meymaris et al. 2008). These projects are facilitated 
by the Internet, but have their roots in citizen volunteer efforts that, in cases like the 
Christmas Backyard Bird Count, stretch back more than a century.

A new category of citizen science leverages the Internet to disperse, transform, 
and reassemble information at unprecedented rates. These citizen science projects 
focus less on the creation of new scientific records, and more on the interpretation 
or enhancement of existing data sources and grow from a legacy of online volunteer 
transcription and proofreading started over a decade ago (See Distributed Proofread-
ers, http://www.pgdp.net/). Transcription of natural history collections records is 
a particularly strong fit for this new form of web-enabled citizen science, given the 
scope of the challenge, the scientific need for these data, and the inherently inter-
esting subject matter. Other projects attempting similar outcomes are underway, 
including the Atlas of Living Australia Biodiversity Volunteer Portal and Herbaria@
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home, but each of these vary from Notes from Nature in scope and the tools de-
ployed. However, with existing projects in place and future projects being consid-
ered, a key question is whether the approach will capture the imagination of enough 
people to remain a reasonable, cost-effective and long-term solution to the challenge 
of transcribing as many as a billion objects.

Citizen Science on the web is in its infancy, and our knowledge about what 
works and why is still developing. The methods and product we are developing 
for Notes from Nature are helping to expand and build upon that knowledge. In 
particular, working within the Zooniverse offers experience with a legacy of techno-
logical tools, such as live-chat and reusable back-ends, a consistency across citizen 
science projects, and a strong focus on understanding and replicating successes while 
avoiding pitfalls. As importantly, the Zooniverse has generated a critical mass of 
volunteers and has established itself as a key member in the community creating 
citizen science projects. While initial citizen science applications in the Zooniverse 
focused on classifying and annotating anomalies across many astronomy images (e.g. 
Planet Hunters, http://www.planethunters.org), the roster of applications continues 
to grow. Old Weather (http://www.oldweather.org), for example, utilizes a simple 
transcription mechanism to collate temperature and other weather variables to de-
termine past ocean climates. The project initially focused efforts on Royal Navy ship 
logs of the 20th century, but has since expanded to new sources of historic ship logs. 
The project, collaboratively developed by archivists, climate scientists, and citizen 
science experts has already transcribed over a million pages of such logs through 
engaging over 25,000 active volunteers since its start in 2010.

Notes from Nature is in many respects “experimental,” and is still in its prototype 
phase. Many different enhancements will be tested, such as badges. Rewarding users is 
a complex topic in citizen science, as many considerations need to be made about how 
it could affect the quality and accuracy of data being collected. In Notes from Nature, 
the primary role of badges is to bring attention to particular work or achievements that 
can be made by volunteers in topics or datasets of interest. Ultimately, this will build 
into a Zooniverse-wide badge system, allowing users can collect badges from multiple 
domains of citizen science work. Badges will be an ongoing development in Notes 
from Nature, and the tool itself is expected to go through further iteration and refine-
ment long after its initial full public release in August 2012.

The current focus of Notes from Nature is on accurate transcription of data exactly 
as it is recorded in the non-digital version. The first release will offer no opportunities 
for interpretation or annotation. We will continue to improve the transcription tool 
built for each of the data sources and add new interfaces for users, including tools for 
improving the quality of data and fitness for use. Examples to be developed in the near 
future include performing taxonomic and geographic “referencing”. Taxonomic refer-
encing would allow users to use services to check if names on labels are still valid, and 
if not, locate and provide an interpreted valid name (Thomer et al. 2012). Geographic 
referencing would provide means to convert textual locality descriptions into latitude, 
longitude, uncertainty triplets (Hill et al. 2009).
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After Notes from Nature demonstrates that it works and is of wide interest, we 
hope grow our network of biocollections collaborators. We do so recognizing there 
is also a set of responsibilities to the community, including: 1) developing a reason-
able and clear process for new biocollections to participate; 2) assuring that Notes 
From Nature does not overwhelm the community of citizen scientists with seem-
ingly insurmountable tasks; 3) recognizing room for growth in this domain such 
that Notes From Nature can help address the needs of many citizen science tran-
scription efforts. This challenge has been faced previously in Old Weather, where 
it is apparent that a much greater need for ledger transcription exists than was first 
thought. Our design architecture anticipates such growth, with Projects and Col-
lections, built to facilitate local control of material coming from individual and 
partnering biocollections, and Missions, which target interests of citizen scientists 
and cut across any one project or collection.

Through Notes from Nature, we hope to team with citizen scientists to further 
widen the pipeline of digital biodiversity data for research. Both the application, and 
the new digitization it facilitates, may prove transformative for biological collections, 
citizen science and biodiversity science respectively. For biological collections and citi-
zen scientists, we hope to bring new attention to those collections and the institutions 
that house them by connecting volunteers around the world to stories those data can 
tell. For biodiversity sciences, Notes from Nature will help unlock historical records 
that can help create and refine biodiversity baselines essential for documenting biodi-
versity change now and into the future.
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Abstract
Part diary, part scientific record, biological field notebooks often contain details necessary to understand-
ing the location and environmental conditions existent during collecting events. Despite their clear value 
for (and recent use in) global change studies, the text-mining outputs from field notebooks have been idi-
osyncratic to specific research projects, and impossible to discover or re-use. Best practices and workflows 
for digitization, transcription, extraction, and integration with other sources are nascent or non-existent. 
In this paper, we demonstrate a workflow to generate structured outputs while also maintaining links 
to the original texts. The first step in this workflow was to place already digitized and transcribed field 
notebooks from the University of Colorado Museum of Natural History founder, Junius Henderson, on 
Wikisource, an open text transcription platform. Next, we created Wikisource templates to document 
places, dates, and taxa to facilitate annotation and wiki-linking. We then requested help from the public, 
through social media tools, to take advantage of volunteer efforts and energy. After three notebooks were 
fully annotated, content was converted into XML and annotations were extracted and cross-walked into 
Darwin Core compliant record sets. Finally, these recordsets were vetted, to provide valid taxon names, 
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via a process we call “taxonomic referencing.” The result is identification and mobilization of 1,068 ob-
servations from three of Henderson’s thirteen notebooks and a publishable Darwin Core record set for 
use in other analyses. Although challenges remain, this work demonstrates a feasible approach to unlock 
observations from field notebooks that enhances their discovery and interoperability without losing the 
narrative context from which those observations are drawn.

Keywords
Field notes, notebooks, crowd sourcing, digitization, biodiversity, transcription, text-mining, Darwin 
Core, Junius Henderson, annotation, taxonomic referencing, natural history, Wikisource, Colorado, spe-
cies occurrence records

“Compose your notes as if you were writing a letter to someone a century in the future.”
Perrine and Patton (2011)

Introduction

Our species has analyzed and documented the natural world for millennia, in media as 
diverse as Paleolithic cave paintings, handwritten field notes, and structured databases 
of sequences sampled from the environment. While structured data facilitate long-term 
ecological monitoring, the “first-person precision” (Grinnell 1912) of an idiosyncratic, 
unatomizable narrative about nature — be it a drawing on a cave wall or a handwritten 
page in a field journal — gives these data context that does not readily fit into a spread-
sheet, and which may form the nucleus of an important new insight or discovery. Field 
notes in particular sit at the crossroads of these qualitative and quantitative methods; 
in them, structured and unstructured data are necessarily intertwined (Kramer 2011).

The observations contained in field notebooks take on particular importance given 
the current biodiversity crisis (Jenkins 2003, Heywood and Watson 1995, Loreau et al. 
2006, Wake and Vredenburg 2008) — a crisis which threatens the fabric of ecosystems 
on which our own species depends (e.g. Millennium Ecosystem Assessment 2005, 
Worm et al. 2006). Legacy occurrence records extracted from field notebooks pro-
vide essential baselines of past community biotic state for resurvey efforts such as the 
Grinnell Resurvey Project (Moritz et al. 2008, Tingley et al. 2009) and the Alexander 
Grasshopper Project (Nufio et al. 2010).

The growing use of such records for global change biology creates new challenges 
and opportunities for their digitization, transcription, representation, and integration 
with other sources of historical data. All these challenges ultimately depend on pull-
ing structured data from unstructured text, while somehow maintaining a link to the 
original texts. Solving these challenges is key to realizing their value in research and 
policy-making.

Here we present a case study that makes occurrence records in field notebooks 
available by utilizing something of a rarity in this arena: a fully scanned and tran-
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scribed set of field notebooks, penned by University of Colorado Museum of Natural 
History founder Junius Henderson (http://en.wikisource.org/wiki/Field_Notes_of_
Junius_Henderson). We provide a pragmatic approach for utilizing free, relatively 
easy-to-use technologies to annotate these notes, and discuss some of the remain-
ing gaps in our toolkits and cyberinfrastructure. We also present a workflow for 
extracting occurrence records from field notebooks that requires minimal resources 
(beyond the authors’ time), fosters community involvement, and abstracts the nec-
essary information while maintaining links to its original text, thereby preserving 
the context that only “first-person precision” can provide. The primary challenges 
we address are how to: 1) publish these field notes in a way that supports annotation 
of species occurrence records; 2) extract these records efficiently; 3) convert these 
records to the most interoperable format; and, 4) store these records and maintain 
their link to the original field notes.

Background

Remsen et al. (2012) identified conversion of unstructured text into structured data 
as a key challenge in biodiversity informatics, and showed a working methodology for 
creating a Darwin Core archive from a conventional floristic checklist. We follow the 
path laid by those authors, but focus on mining observations from field notebooks. 
Field notebooks are often “hidden” in archives of institutions, and unlike formally 
published sources, typically lack a centralized access point (Sheffield et al. 2011), a 
standardized mark-up language, and any sort of reliable or scalable method of mining 
content from the notes. Sheffield and Nakasone (2011) from the Smithsonian’s Field 
Book Project present an excellent high-level view of how existing metadata standards 
could be used to semantically link collections and field notes. This collections-level 
schema, however, does not address the need to annotate and extract data from docu-
ments. Furthermore, though work has been done linking digital collections to Wiki-
pedia articles (e.g., Lally and Dunford 2007), and though the National Archives have 
recently partnered with Wikisource to upload their materials for transcription (http://
transcribe.archives.gov/), neither of these projects have attempted to annotate or ex-
tract data from the materials.

In light of this lack of prior work, and given the observational nature of the notes, 
we decided that these observations would be best published as Darwin Core records. 
Though there are other standards used in the digital humanities to mark up scholarly 
texts (e.g. the Text Encoding Initiative’s standard, http://www.tei-c.org/), none of these 
are tailored for the encoding of biodiversity data. Darwin Core, on the other hand, is 
a commonly used metadata schema for describing and exchanging a range of biodiver-
sity data, from museum specimen records to field observations (Wieczorek et al. 2012). 
In particular, the Global Biodiversity Information Facility (GBIF) uses it for storage, 
transfer and presentation of biodiversity data.
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The study corpus: Junius Henderson’s field notes

Junius Henderson was appointed the first curator of the University of Colorado Mu-
seum of Natural History (CU Museum) in 1902. He kept handwritten field notebooks 
describing his expeditions across the Southern Rocky Mountains and elsewhere over a 
26-year period. Henderson completed 13 notebooks and 1,672 pages of entries, aug-
mented by other materials such as photographs and a locality ledger. Henderson’s notes 
are arranged as entries (Figure 1), which usually contain some kind of header denot-
ing date and place. All entries are separated by a blank space, so even if header text is 
not strictly standardized, the beginning and end of each entry is quite clear. Although 
Henderson did keep a locality ledger, he did not directly or systematically reference 
specimens to field note entries. Thus, if there are direct links between collected speci-
mens and field notes, they have yet to be discovered.

Henderson’s notebooks are a chronicle of the American West in transition and 
paint a vivid picture of a changing landscape as cities expand, wild places retreat, and 
horse-and-buggies give way to cars. His journal entries describe everything from mol-
lusks in freshwater and marine systems, to the geology of the Rocky Mountains, to the 
more mundane aspects of fieldwork (e.g., “Train again so late as to afford ample op-
portunity for philosophic meditation upon the motives which inspire railroad people 
to advertise time which they do not expect to make except under rare circumstances,”) 
(Henderson 1907).

From February 2000–02, former CU Museum Director and Curator Peter Robin-
son transcribed all thirteen volumes of Henderson’s notes into Word documents — a 
herculean task given Henderson’s handwriting. In 2006, the National Snow and Ice 
Data Center (NSIDC) scanned Henderson’s thirteen notebooks for a large glaciology 
project. Through a lengthy series of events, documented more fully in a series of blog 
posts (http://bit.ly/jhfnblog), the scans and transcriptions, separated from each other 
for several years, were reunited once we began work on this project.

The existence of both scanned images and typed transcriptions made Henderson’s 
notes an excellent test case for annotation and automated occurrence extraction; tran-
scriptions could be tagged and annotated via a markup schema, and checked against 
scanned images of the original pages to ensure accuracy. As of this writing, only the 
first three notebooks have been annotated.

Methods

We documented this project using a blog as an open notebook and a means to com-
municate our goals, ideas, and progress. Those goals were: (a) to make Henderson’s 
notes easily discoverable, publicly accessible, freely reusable and sustainably preserved 
and, and (b) to extract taxonomic occurrences from these notes.
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A platform for field notebook access and annotation: Wikisource

We quickly realized we needed a way to support the annotation of species occurrences on 
an open platform so that anyone interested could help with the task. We decided on the 
Wikipedia-related project Wikisource (http://wikisource.org) for the following reasons:

Ease of use. The process of uploading scanned pages is simple. PDFs are uploaded 
to the Wikimedia Commons and pulled into Wikisource. Once in Wikisource, hy-
perlinked index pages can be created and transcribed text can be matched with the 
scanned image of each field book page (Figure 1). The wiki markup language is simi-
larly easy to learn and use. The language is the same as that used in Wikipedia, which 
means skills developed in Wikipedia can be brought to Wikisource easily.

Completely open access. Everything on Wikisource can be edited by anyone, 
giving us a way to crowdsource annotation to citizen scientists and archivists. All Wiki-
source pages have a built-in means of tracking edits that ensure that all changes made 
to the transcriptions are documented and reversible.

An existing community of developers. Wikisource uses the same software as Wiki-
pedia (a PHP application named “MediaWiki”), which is under active development by a 
core team of developers. Sharing the same software and licensing terms means that content 
can be shared between the two projects freely. Additionally, pages designed to be incorpo-
rated into other pages (known as templates in Wikispeak; see http://en.wikipedia.org/wiki/

Figure 1. Web browser view of a scanned page of Henderson’s journal displayed side-by-side with tran-
scriptions and annotations using the MediaWiki Proofread Page extension.
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Template:Cleanup for an example) can be moved from one project to another easily, speed-
ing development. The Wikipedia community also carries out software development for 
Wikisource-specific features; our project relied on the Proofread Page extension to provide 
side-by-side views of transcriptions and their corresponding scanned images (Figure 1).

An existing community of users, transcribers, and proofreaders. There is an ac-
tive Wikisource community improving Wikisource’s content and to transcribing newly 
uploaded texts (see http://en.wikisource.org/wiki/Wikisource:Community_collabora-
tion). We hoped to draw some of these community members into our project.

Uploading content

The ideal upload to Wikisource is a Portable Document Format (PDF) or DjVu mul-
tipage image file containing the entire scanned document along with its OCRed text 
(sometimes referred to as a “searchable PDF”). Such files retain their text in Wikisource, 
making transcription easy. In our case, we uploaded handwritten scans as-is and inserted 
the transcriptions manually. PDF or DjVu files are uploaded to the Wikimedia Com-
mons using the Upload Wizard (http://bit.ly/wcupload) and reused in Wikisource. One 
important note: both the Wikimedia Commons and Wikisource only allow the upload 
of materials in the public domain or published under liberal open source licenses (such 
as the Creative Commons Attribution or Creative Commons Attribution-ShareAlike 
licenses). Materials that have only been made available for non-commercial use may not 
be uploaded to the Wikimedia Commons. This means that data from the Biodiversity 
Heritage Library, which uses a Creative Commons Non-Commercial Share-Alike li-
cense, could not be uploaded to Wikisource. For a thorough discussion of the effect of 
these licenses on biodiversity science, see Hagedorn et al. (2011).

While uploading images to the Commons is simple, reusing them in Wikisource 
can be tricky (a guide to this process — updated by us — is available on Wikisource: 
http://bit.ly/wsindexhelp). After setting up the Index page (Figure 2) and copying the 
transcriptions into Wikisource manually, we were ready to begin annotation.

Creating annotation templates

In Wikisource, annotations are best made through the use of templates. Templates are 
a feature of the MediaWiki software that allows one wiki page to be inserted into an-
other. While usually used to embed common design elements across Wikipedia (such 
as the Unbalanced template, used to warn readers that an article might be unbalanced: 
http://en.wikipedia.org/wiki/Template:Unbalanced), they can also provide complex 
functionality, such as creating a standardized citation format (see http://en.wikipedia.
org/wiki/Template:Cite_journal) or calculating ages from birthdates. We developed 
our own templates to not only tag the elements of an occurrence record but also create 
links to other web resources.



From documents to datasets: A MediaWiki-based method of annotating and extracting... 241

The elements of an occurrence record

A species occurrence record should contain the following basic elements in order to be 
fit-for-use in biodiversity science: 1) the species’ name, and 2) the place and 3) time in 
which it was observed. Also important, but slightly less crucial, is additional informa-
tion describing the observation event: the name of the person making the observation, 
any equipment used, the sampling method, and so on.

Thus, because our goal was the extraction of occurrence records, we created annota-
tion templates for taxa, locations, and dates. A triplet of all three annotations would, in 
theory, be attributable to an observation event and could be pulled from the annotated 
text as an occurrence record. The templates link these elements to Wikipedia pages, and 
provide a means to show annotations separately from the text itself.

The first sentence of Henderson’s first field book contains a simple example of the 
type of text we hoped to annotate with Wiki markup (Figure 3):

Figure 2. Index page for Notebook #1. Each Index page corresponds to a multipage file. The Index page 
displays volume metadata and links to sections of the notebook, while also providing links out to each 
notebook page and color-coding to determine which pages have been already transcribed and proofed.

Figure 3. Henderson’s first sentence. “Boulder, Colo. July 28, 1905. Saw Say [sic] Phoebe and siskins, 
[American] Robins, [Northern] Flicker.”
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This single sentence contains six annotatable terms: a location (Boulder, Colo), 
a date (July 28, 1905), and four taxa (Say['s] Phoebe, Pine Siskin, American Robin, 
Northern Flicker). Each template attempts to link the annotated element to associ-
ated pages in the Wikimedia Commons and Wikipedia. Thus, templates include the 
verbatim text from Henderson and an interpretation of that element’s formal name (as 
determined by the annotator) that resolves to other Wiki-resources. The general syntax 
of these templates is:

{{element|formal name of this element|element as written by Henderson}}

For example, the first taxon annotation in the text reads:

{{taxon|Sayornis saya|Say Phoebe}}

While the process of creating these annotations is relatively simple, we soon discovered 
that each requires substantial decision making on the part of the annotator, leaving 
ample room for variation.

In the case of the “Siskin” above, annotators could make several interpretations. An 
experienced birder may reason that based on Henderson’s location at that time, he is 
referring to a Pine Siskin (Carduelis pinus) and create the following annotation:

{{taxon|Carduelis pinus|siskins}}

But it’s just as likely that a less experienced annotator would create the following 
less specific, though technically correct, annotation:

{{taxon|Siskin|siskins}}

This latter annotation links to a Wikipedia disambiguation page listing 18 dif-
ferent bird species, a kind of British aircraft, and a Canadian junior ice hockey team 
(http://en.wikipedia.org/wiki/Siskin).

We allowed our annotators complete flexibility in interpreting vernacular names as 
they saw fit while editing notebook pages (Figure 4); this meant that we had to review 
and resolve taxonomic annotations to a best valid taxon name, just as a lab supervisor 
would need to check a volunteer's work in a museum. In future work, we will take 
steps to prescribe best practices based on what we learned in this pilot project.

The full process of determining a valid scientific name from Henderson’s verbatim 
description is taxonomic referencing, analogous to georeferencing for localities. As with 
georeferencing, there is uncertainty in the process of linking legacy observations to 
current valid names; the level of uncertainty depends on who did the referencing and 
when. We discuss our approach to taxonomic referencing below.
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Data extraction: Seeking efficiency and accuracy

The annotated text from Henderson’s first three notebooks was downloaded using the 
MediaWiki API (http://bit.ly/mediawikiapi). Individual annotations were then identi-
fied using regular expressions. We have described this process in detail in supplemen-
tary file 1: “Methods Supplement_Henderson.pdf.” The Perl module and scripts used 
for this process are available at https://github.com/gaurav/henderson.

In summary, the steps were to:
1) Retrieve the number of pages in the file; 2) Extract the wiki markup from each 

individual page; 3) Write the wiki markup to a single XML file, which was divided 
into individual pages; 4) Concatenate this page-by-page file into one single text file to 
account for entries split across pages (Figure 5); 5) Divide the file into entries rather 
than pages; and 6) walk through the file, keeping track of the last location and date 
annotation encountered. Each taxon in an entry, coupled with the entry date and the 
preceding location, was tagged as an occurrence. Each triplet of elements that made up 
the occurrence was written to a CSV file, along with some text from the entry itself, the 
page number in the notebook, and a permanent link to the version of the Wikisource 
page containing the entry at the time the XML file was downloaded.

Converting records into interoperable formats

After pulling occurrences into a CSV, we cross-walked this data into several fields 
selected from the Darwin Core Standard and added whatever supplementary informa-
tion we could (e.g. by extrapolating higher taxonomy; see Appendix 1). Content in 
most fields depended on the four variables extracted from our dataset (taxon, date, 
location, page number), though some content was fixed (e.g., recordedBy always read 

Figure 4. Editing a notebook page on Wikisource. This screenshot shows side-by-side transcription and 
wiki markup syntax.
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“Junius Henderson”), and other content required manual determination or validation 
before being entered.

Proofing the Darwin Core record set

The process of extracting taxon-location-date triplets is imperfect and requires vetting 
by proofreaders to ensure accuracy of the automated process, which does not consider 

Figure 5. An example of how a location (Big Thompson Creek near Loveland), a date (Sunday, June 10, 
1906), and a taxon (Cottonwood, genus Populus) are grouped from across multiple pages.
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contextual data. For example, our automated extraction scripts would incorrectly as-
sume the following passage refers to a presence, not an absence: “Am perplexed by the 
entire absence of robins on this trip” (http://bit.ly/jhfn1-43). In future work, we plan 
to alter our templates to give annotators the ability to record whether an observation 
marks a presence or absence of a taxon.

As mentioned above, taxonomic names need special vetting, too. Henderson 
freely mixed vernacular and scientific names in his notes, and annotators conse-
quently did as well. We performed taxonomic referencing using Google Refine, 
Encyclopedia of Life (EOL), and Integrated Taxonomic Information System 
(ITIS) name resolvers, following instructions from an iPhylo blog post by Rod Page 
(http://iphylo.blogspot.com/2012/02/using-google-refine-and-taxonomic.html). 
First, we loaded our CSV files from each field notebook into Google Refine. We 
then reconciled names assigned by annotators against the ITIS Freebase names-
pace (integrated within Google Refine) and the EOL service (developed by Page), 
and accepted the best judgments (as determined by probability scores). Those best 
names from each service were placed into two separate columns for further expert 
validation. The rows that produced consistent results from both EOL and ITIS 
name services were considered correct after a quick check for accuracy. One of the 
authors (Vaidya) checked each record in which EOL and ITIS suggested different 
best names and either chose the EOL name, the ITIS name, both, or neither. In 
many cases, one service provided a clear best fit at the right taxonomic depth com-
pared to the other. In cases where both provided poor results, we did not choose 
a name. On those records where ITIS was found to be the best fit, we used the 
ITIS Taxonomic Serial Number to populate the vernacularName and the higher 
taxonomy fields. We also recorded the taxonomic resolution service used (EOL, 
ITIS, or EOL & ITIS) in the identificationRemarks field of the Darwin Core file 
we produced.

We also checked for annotation errors directly on Wikisource. One of the authors 
(Guralnick) went through each page of Notebook 1 on Wikisource to check for any 
obvious problems, such as poor formatting, mislabeling, or missed annotations (e.g., 
dates, locations, or taxa that could have been annotated but were not). He also checked 
all three notebooks for annotations that noted absences or that otherwise were not 
obviously observations.

Data archiving and maintaining links to the original notes

All generated Darwin Core occurrence records include a URL to the page in Wiki-
source from which they are drawn in the Source field, i.e., they will take you to the 
version of the page that was live at the time at which the original XML file was created, 
not the latest version of the file. Additionally, each record is assigned an automatically 
generated catalog number as the record is extracted from the notebook.
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Data resources

The data presented in this paper are available for download in a Darwin Core Archive 
via VertNet, http://ipt.vertnet.org:8080/ipt/resource.do?r=hendersonnotebooks1-3.  
The archive includes taxon occurrences extracted from the field notes of Junius Hen-
derson as he traveled through Colorado and the western United States.

Results

After advertising our project via the blog, Twitter, and emails to relevant listservs, a 
total of three notebooks were transcribed and annotated, largely by volunteers (Table 
1): 352 pages of notes and 222 entries in all. As of March 27, 2012, 10 registered 
Wikisource users and 11 anonymous users helped annotate these notebooks. All three 
notebooks were annotated within four to six weeks each. Again, only three of Hender-
son’s thirteen notebooks were uploaded for the purposes of this pilot project; we hope 
to upload and annotate the remaining notebooks soon.

A total of 1,087 taxon annotations were created across all three books, with each 
entry having between zero and 33 taxon annotations. Taxonomic resolution led to 560 
records that were identified as valid by both EOL and ITIS taxonomic name resolvers. 
Expert validation led to 195 records as judged to be matched better by EOL than ITIS, 
and 83 records wherein the ITIS match was preferable to EOL’s. A total of 238 records 
could not be validated by either EOL or ITIS.

In Notebook 1, only two of 634 annotations were poorly formatted, caused by miss-
ing brackets. Only one date was transcribed incorrectly: “Apl 5/07” was annotated incor-
rectly as “April 7, 1907” (http://bit.ly/enws3614593). Also in Notebook 1, ten places 
and taxa could have been annotated but were not, and in all cases these were very broad 
taxonomic groups (e.g., Crustacea). A total of eleven taxon annotations across all three 
notebooks were manually identified as not denoting presence, and removed from the 

Table 1. Summary information on each notebook.

Notebook 1 Notebook 2 Notebook 3
URL http://bit.ly/jhfn1-

indexpg 
http://bit.ly/jhfn2-

indexpg 
http://bit.ly/jhfn3-

indexpg
Number of 
annotations

632 703 1007

Taxon annotations 349 (201 unique) 224 (125 unique) 514 (248 unique)
Place annotations 219 (115 unique) 419 (154 unique) 401 (139 unique)
Date annotations 64 (63 unique) 60 (59 unique) 92 (90 unique)
Dates in range July 1905 to April 1907 May 1907 to October 

1908
January 1909 to 
September 1909

Time spent 
annotating

6 weeks 4 weeks 6 weeks
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final dataset. Overall, the error rates and false positives were very low. After eliminating 
records of absence and some incorrect annotations, 1,068 valid observations remained; 
these were exported to a final Darwin Core Archive is included in the supplemental 
materials of this paper (see supplemental file 2: “dwca-hendersonnotebooks1-3.zip”).

Discussion

Wikisource as a medium for open provisioning and annotation of field notebooks

Our work is part of a larger set of efforts to transcribe, and ultimately mine, the ex-
tensive library of historical biodiversity literature (Gwinn and Rinaldo 2009). The 
choice to use Wikisource for provisioning and annotation of field notes well served 
our needs, but we recognize the tremendous efforts made by developers to build their 
own platforms for notebook and journal transcription projects, especially From The 
Page (http://beta.fromthepage.com/), which is being used to transcribe the field notes 
of renowned herpetologist Lawrence Klauber, of the San Diego Zoo (http://bit.ly/
fromthepage-lmk). The primary benefit that From The Page offers over Wikisource is 
that of customization. In the Klauber interface, for instance, developers were able to 
add a sidebar listing of Klauber’s “slang”: the common names he used to refer to ani-
mals in lieu of their scientific names. This could potentially be a great help to volunteer 
annotators, but is not currently supported by the Wikisource interface.

Wikisource is a relatively new part of the Wikimedia world, and continues to grow 
to accommodate new uses, as our project demonstrates. The annotation mechanisms 
we developed were new to Wikisource and pushed the bounds of accepted community 
practice, especially the relatively obtrusive “link-out boxes” that are placed inline with 
the text. While there have been some community discussions about the best way of 
visualizing annotations on Wikisource (e.g., http://bit.ly/N7woun), there has been no 
major opposition to our templates as yet. We also created community resources to en-
courage the use of our templates by other notebook annotation projects in the future 
(see http://en.wikisource.org/wiki/Wikisource:WikiProject_Field_Notes), but, as of 
this writing, we remain the only field notebook project on Wikisource.

We were able to speedily annotate three notebooks because our crowdsourcing ap-
proach worked as well as, or better, than expected, albeit in unexpected ways. Though 
we attempted to motivate volunteer efforts by promising acknowledgement in this 
paper and offering a free coffee mug featuring one of Henderson’s field photos in ex-
change for service, such incentives were ineffective. Instead, two hard-working, anony-
mous users, known only by IP addresses, completed the majority of annotations. This 
may indicate that there are motivating factors beyond reward and acknowledgement 
that spur people to volunteer for these projects.

It is an open question whether using Wikisource fostered or limited participation. 
There is a learning curve when using Wikimedia products — not just one of learning a 
new technology, but also of learning the social mores of the existing wiki-community. 
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Potential volunteers and digitization project managers alike may be put off by both 
barriers to entry, relatively low though they are. On the technology side, we found 
the Wikisource GUI to be simple and effective, but not always intuitive. For exam-
ple, despite good help guides, it took some members of our team (who shall remain 
unnamed) over a month to discover forward and back arrows that allow navigation 
between sequential notebook pages without returning to the Index. On the social side, 
posting to the “talk” pages to discuss new policies or initiatives requires learning new 
ways of communicating with, and integrating into, an online community, which takes 
time and emotional energy. We wonder if annotator anonymity reflects a desire to 
avoid entanglement in this community, and simply do a task that is enjoyable.

Challenges storing and extracting and converting records into interoperable for-
mats

Though Wikisource can function as a repository of sorts, it is unclear whether the 
Wikimedia Foundation wishes for it to function as the primary home for digital mani-
festations of primary source documents. Because there is little easily found documenta-
tion describing its long-term digital preservation plans or strategies, we hesitate to call 
Wikisource a repository. The Wikimedia Foundation may wish to be more deliberate 
and less opaque in communicating these strategies, especially if it wishes to encour-
age continued annotation work. Clear digital preservation policies could better assure 
Wikipedians of their contributions’ relative permanence – whether document uploads, 
transcriptions or annotations.

We also faced challenges when attempting to capture our workflow in the same 
structured format as the occurrence records we were extracting: that is, we had more 
data than we could “fit” into Darwin Core fields. Our solution was to create two sets 
of files: one composed of simple Darwin Core terms (see supplemental file 2: “dwca-
hendersonnotebooks1-3.zip”), and another with a richer set of provenance data show-
ing the process of taxonomic referencing and data processing (see supplemental file 3: 
“HendersonDwCfull.csv”). This allowed us to present a simple, interoperable dataset 
while still preserving a record of the densely idiosyncratic process unique to our project 
and workflow for the purposes of this paper. However, proliferating slightly different 
versions of this recordset could ultimately cause more confusion than clarity.

Darwin Core’s limited expressivity became especially evident when performing 
taxonomic referencing; the lack of best practices and vocabularies for describing this 
multistep process is a notable gap in biodiversity informatics workflows. We particular-
ly note the lack of a VerbatimName term in Darwin Core. Introducing VerbatimName 
would provide the means to capture the original string as expressed in an occurrence 
record or field notebook as a starting point to tracking that taxonomic referencing pro-
cess. Just as VerbatimLocality and GeoreferencingMethod are recorded for future rein-
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terpretation, new terms such as VerbatimIdentification and TaxonResolutionMethod 
could provide the means to capture essential processing steps as well.

The problems we faced using name resolution services were typical of attempts to 
automatically extract and parse taxonomic names, thus underscoring the need to better 
support taxonomic referencing workflows. Though both ITIS and EOL name resolu-
tion services returned a substantial number of matches to our names, human valida-
tion showed that these resolvers often performed mysteriously, sometimes providing 
well-resolved binomials when only a genus was entered, or resolving vernacular names 
in unexpected ways. EOL, for instance, consistently mapped “mouse” to Amphipyra 
tragopoginis, the Mouse Moth. Homonyms across different kingdoms further com-
plicated matters, such as Crucibulum, which may be a genus of gastropod or of fungi.

Challenges with data storage and lasting linkages to sources

Field notebook data and specimen records are often recorded in the field, at the same 
time, but need to be reconnected after the fact. It is unclear which of Henderson’s 
observations resulted in collecting events, but re-associating data from these different 
sources will help enrich local knowledge of biodiversity. A next step will be compar-
ing and contrasting University of Colorado Museum of Natural History zoological 
specimen catalogs with field notebook observation datasets, both now represented in 
Darwin Core files. One simple approach is to search on date, and compile taxonomic 
matches between notebook observations and specimen records. Also of great value will 
be georeferencing field notebook records to further simplify direct comparisons with 
other contemporaneous species occurrence records.

We close by noting a final and perhaps most vexing challenge: keeping field note 
annotations on Wikisource synchronized with the extracted occurrence records. Dur-
ing the occurrence extraction process, we assigned catalog numbers to each occurrence. 
However, we do not presently have a workflow to then annotate Wikisource with these 
numbers. Because Wikisource is a necessarily live platform, there is a possibility that 
additional occurrences will be found and annotated after our initial extraction. Our 
script, as it is written, would re-catalog these occurrences from the top of the page 
to the bottom; in short, our catalog numbers are neither stable, nor permanent nor 
globally unique. This will be hugely problematic if our workflow is implemented in 
other projects with longer time horizons. In the future, we either need to find a way 
to annotate occurrences in Wikisource with unique identifiers, or edit our script and 
cataloging process to remember what we have or have not counted as an occurrence. 
Although excellent versioning in Wikisource and inclusion of some content from the 
notebooks in the final CSV files may allow checks for old and new entries, the more 
stable and reliable solution is to amend the script to automatically annotate references 
to taxa in Wikisource with such identifiers.
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Darwin Core Class Terms included in Darwin Core file
Record-level Terms dcterms:modified, basisOfRecord, institutionCode, collectionCode, source
Occurrence catalogNumber, recordedBy
Event eventDate, year, month, day, verbatimDate, fieldNotes
Location country, countryCode, stateProvince, locality, verbatimLocality
Identification identifiedBy, identificationRemarks, 
Taxon taxonID, scientificName, kingdom, phylum, class, order, family, genus, species, 

vernacularName, taxonStatus, taxonRemarks
Non-Darwin Core 
Terms

–	 ScrapedName records the scientificName for the organism observed as 
entered by Henderson and transcribed by us.

–	 AnnotatorName records the corrected ScrapedName as recorded by the 
annotators. The annotators had the option of leaving this field blank, in 
which case we use the ScrapedName as the AnnotatorName.

–	 Both ScrapedName and AnnotatorName were fed through a taxonomic 
resolution process (see Methods, section “Proofing the Darwin Core 
record set”). Three taxonomic resolvers were used for some of the records: 
the Global Names Index (GNI), the Encyclopedia of Life (EOL) and the 
Integrated Taxonomic Information System (ITIS). The resulting identifiers 
and best-matched scientificNames are provided for all three services; 
additionally, our ITIS service returned vernacular names, which are also 
recorded. The Source of correct name field indicates whether EOL, ITIS or 
Both services were returned the correct name.

–	 canonicalScientificName is the scientificName with the authorship 
information deleted.

–	 AnnotatorLocality: Annotators were asked to provide a corrected, modern 
place name for the verbatimName; these are recorded here.

–	 Higher taxonomy (kingdom, phylum/division, etc.) were only extracted 
from ITIS for records where the ITIS name was correct. The taxonID field 
contains the ITIS Taxonomic Serial Number (TSN) used to look up the 
higher taxonomy; the scientificName from TSN field contains the scientific 
name that ITIS associates with that TSN.

Appendix 1

Darwin Core categories and field names used in this project. The authors generated the 
non-Darwin Core Terms and associated fields.
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Appendix 2

Data extraction methodology. (doi: 10.3897/zookeys.209.3247.app2) File format: PDF.

Explanation note: This supplement contains a detailed description of the steps we car-
ried out to extract transcriptions and annotations, from Wikisource via the MediaWiki 
API. The Perl scripts we used to carry out these steps are available online at https://
github.com/gaurav/henderson.

Copyright notice: This dataset is made available under the Open Database License 
(http://opendatacommons.org/licenses/odbl/1.0/). The Open Database License (ODbL) 
is a license agreement intended to allow users to freely share, modify, and use this Dataset 
while maintaining this same freedom for others, provided that the original source and 
author(s) are credited.

Citation: Thomer A, Vaidya G, Guralnick R, Bloom D, Russell L (2012) From documents to datasets: A MediaWi-

ki-based method of annotating and extracting species observations in century-old field notebooks. In: Blagoderov V, 

Smith VS (Ed) No specimen left behind: mass digitization of natural history collections. ZooKeys 209: 235–253. 

doi: 10.3897/zookeys.209.3247.app2

Appendix 3

Text file containing all occurrence records. (doi: 10.3897/zookeys.209.3247.app3) File 
format: CSV.

Explanation note: A complete set of occurrence records extracted from Henderson's 
notebooks 1-3.

Copyright notice: This dataset is made available under the Open Database License 
(http://opendatacommons.org/licenses/odbl/1.0/). The Open Database License (ODbL) 
is a license agreement intended to allow users to freely share, modify, and use this Dataset 
while maintaining this same freedom for others, provided that the original source and 
author(s) are credited.

Citation: Thomer A, Vaidya G, Guralnick R, Bloom D, Russell L (2012) From documents to datasets: A MediaWi-

ki-based method of annotating and extracting species observations in century-old field notebooks. In: Blagoderov V, 

Smith VS (Ed) No specimen left behind: mass digitization of natural history collections. ZooKeys 209: 235–253. 

doi: 10.3897/zookeys.209.3247.app3



Andrea Thomer et al.  /  ZooKeys 209: 235–253 (2012)254



Integrating specimen databases and revisionary systematics 255

Integrating specimen databases and 
revisionary systematics

Randall T. Schuh1

1 Division of Invertebrate Zoology, American Museum of Natural History, New York, New York 10024 USA

Corresponding author: Randall T. Schuh (schuh@amnh.org)

Academic editor: V. Blagoderov    |   Received 25 April 2012    |   Accepted 22 June 2012    |   Published 20 July 2012

Citation: Schuh RT (2012) Integrating specimen databases and revisionary systematics. In: Blagoderov V, Smith VS 
(Ed) No specimen left behind: mass digitization of natural history collections. ZooKeys 209: 255–267. doi: 10.3897/
zookeys.209.3288

Abstract
Arguments are presented for the merit of integrating specimen databases into the practice of revisionary 
systematics. Work flows, data connections, data outputs, and data standardization are enumerated as criti-
cal aspects of such integration. Background information is provided on the use of “barcodes” as unique 
specimen identifiers and on methods for efficient data capture. Examples are provided on how to achieve 
efficient workflows and data standardization, as well as data outputs and data integration.
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Introduction

Meier and Dikow (2004) argued that biodiversity data should come from revision-
ary studies–rather than from uncritical digitizing of museum specimen data, be-
cause such revisions 1) provide the most accurate identifications, 2) provide the most 
complete taxonomic coverage, 3) and they satisfy these points in a cost-effective 
way. Nonetheless, revisions are what might be viewed as the traditional approach to 
creating a database of specimens for a taxon. In the following pages I will provide a 
rationale and a roadmap for satisfying both the acquisition of high-value biodiversity 
data while at the same time creating a structured database of that same information 
during the revisionary process.
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The creation of specimen databases–a subset of a field that has frequently been 
referred to as biodiversity informatics (Johnson 2007)–has reached a point in its matu-
rity that has brought down per-specimen digitization costs and increased accessibility 
of available tools to a much broader range of systematists than was the case 15 years 
ago. Movement into the Internet Age, the more widespread use of digital technologies 
such as barcodes, and the increasing sophistication and availability of database technol-
ogy are all contributing factors.

One manifestation of the maturity of biodiversity informatics can be seen in the 
United States National Science Foundation (NSF) program Advancing Digitization 
of Biological Collections (ADBC 2011), a ten-year initiative designed to promote and 
fund the digitization of biological collections. The core digitization activities are in The-
matic Collection Networks (TCN), funded projects that bring together a group of col-
lections focusing on a common research or investigative theme. The TCNs are coordi-
nated through a “national resource” or HUB (Home Uniting Biocollections). Through 
the activities of the HUB we should anticipate seeing the dissemination of more tools 
and improved access to relevant technology and the methods by which data can be 
integrated across collections and which would also be of use to revisionary systematists.

Most of the tools applied in specimen data capture—such as databases and bar-
codes–were initially developed for use in industry. Their application in the realm of 
biological collections was originally in collection management, rather than as an ad-
junct to the preparation of scientific publications such as taxonomic revisions. Even 
though the technology is available, the full integration of biodiversity databases into 
revisionary studies is far from a fully realized objective. The reasons may include the 
foreign nature of the technology to older investigators, the lack of direct access to the 
tools, the lack of technical expertise for implementation of the technology, and simple 
reluctance to alter traditional approaches to the preparation of revisions.

In the following pages I will argue for the adoption of database tools as an integral 
part of the revisionary process. This is not just an argument for the adoption of modern 
technology. Experience suggests that the benefits accrued will more than justify the 
costs incurred, both in terms of money spent to acquire the necessary equipment and 
software as well as time spent learning to incorporate “databasing” into one’s day-to-
day taxonomic labors.

I have already written about aspects of this subject in two prior papers which fo-
cused on the methods for the solution of large-scale taxonomic problems (Cassis et al. 
2007) and the use of Web-based data capture as a model for multi-national systematic 
research projects (Schuh et al. 2010). The lessons learned, and approaches outlined, in 
those papers derived largely from experience gained in the conduct of an NSF-funded 
Planetary Biodiversity Inventory (PBI) project (http://research.amnh.org/pbi/) for the 
study of the plant-bug subfamilies Orthotylinae and Phylinae (Insecta: Heteroptera: 
Miridae). As was the case in those works, this paper is based largely on approaches 
developed during the PBI project. The present paper will not attempt to resolve the in-
tertwined issues of 1) whether databases should be collection based, with research data 
gathered from across a spectrum of such information repositories, 2) whether databases 
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should be project based and integrate data across taxonomic lines or research themes, 
or 3) whether both types of databases can and should co-exist. Rather, I will focus on 
workflow, data connections, data outputs, and data standardization, issues that are 
central to enhancing the revisionary taxonomic process.

Database choice

The arguments to be made in this paper assume that one has access to a specimen da-
tabase with certain “basic” features. These include the capability to efficiently capture 
all relevant and necessary data in a highly structured format, the capability to organize 
those data in ways useful to the reviser, and the capacity to output data for direct use 
in revisions as well as for the production of maps and other visual aids. A number of 
such database products exist, some free of charge, and most capable of performing the 
necessary functions. They exist as stand-alone products, as institutional tools function-
ing on a local area network, or as Internet-based tools. Because information on these 
databases is not the primary intent of this article, and because the logic of choice is 
beyond the scope of this article, I will not dwell further on the issue database choice. 
As sources of further information the reader might wish to consult Schuh et al. (2010) 
and the abstracts in Session 1 from the 2011 meeting of the Entomological Collections 
Network (http://www.ecnweb.org/dev/AnnualMeeting/Program).

Unique specimen identifiers (USIs)

The use of barcodes to uniquely identify individual specimens goes back at least to the 
work of Daniel Janzen and the InBio collections in Costa Rica (Janzen 1992). In the in-
tervening 20 years, code technology has advanced, such that many applications now use 
matrix codes (Fig. 1, right) which can store much more information in a smaller format 
than is the case with linear barcodes (Fig. 1, left). Whatever technology you choose, the 
use of unique specimen identifiers (USIs) provides the capacity to track individual speci-
mens with exactitude, and to directly associate a variety of information sources with them.

Machine readability, although not an essential component of a USI, is a valuable 
aspect of barcode and matrix code labels. At $250 or less, the cost of code readers is now 
about one-tenth what it was in 1994 (Thompson 1994), making them a truly affordable 
databasing asset. The most convincing argument for the use of machine reading is that 
the readers do not make mistakes, whereas human transcription is prone to error. Once 
their use becomes part of your work routine, barcode readers significantly enhance the 
speed and accuracy with which USI data can be entered into the database, either when 
doing original data entry or when retrieving specimen data. Some have worried that 
barcode reading technology will change over time, and that encoded labels will there-
fore become obsolete. In anticipation of this potential reality, all such labels should 
include the alphanumeric representation of the code as well as the code itself (Fig. 1).
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Production of barcode labels can be contracted out to specialized suppliers or 
can be done in house. Because of the widespread use of the technology, appropri-
ate tools for their preparation and printing are readily available. Nonetheless, a 
distinct difference between the commercial application of these technologies and 
their use in biological collections is that the latter group of users expects the labels 
to be permanent, suitable for alcohol and dry storage, and for the printed matter 
to be of high resolution, whereas none of those criteria is important in industrial 
applications such as package delivery and airline baggage identification. Although 
most any printer can be used to print barcodes, specialized software is required to 
produce individual labels with sequential numbering (e.g., BarTender 2012). Many 
database applications expect coded information to be in a certain format. Thus, 
when preparing barcodes, it is important to verify that the format of the code, such 
as the institutional acronym/collection code and numerical string that follows, are 
in a format accepted by your database.

Curators of biological collections have long applied catalog numbers to speci-
mens, although such practice has been much less common with insect collections 
than with those of recent vertebrates, fossils, and plants, for example. Although 
these “catalog” numbers were often not unique within institutions, let alone across 
institutions, they did offer a way to uniquely associate specimens with log-books 
of data, accession information, field notebooks, and other written resources. Most 
barcode implementations come much closer to globally-unique identification than 
was the case with traditional catalog numbers, through the use of codes that com-
bine an institution code + a collection code + plus a catalog number. This approach 
complies the with Darwin Core standard promoted by the Taxonomic Database 
Working Group (2012), with the caveat that a single code is sometimes applied to 
a group of specimens, often referred to as a lot, in which case the unique identifier 
applies to more than one specimen.

The use of barcodes has resulted in the frequent attachment of multiple codes to 
individual specimens, often in addition to traditional catalog numbers. Several factors 
are at play, including the use of barcodes as the modern equivalent of catalog numbers 
as well as to identify specimens used in independent research projects. Sometimes these 
two uses are included in a single label, sometimes on separate labels. Recent Internet-
based discussions suggest that prevailing opinion regards the attachment of multiple 
labels as acceptable, often unavoidable, and that the all of the codes should remain on 
the specimens in perpetuity. Some or all of these codes may be globally unique.

Figure 1. Linear barcode label (left), matrix code label (right).
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Verbatim vs Transformed Data: A choice mediated by the use of USIs

A recent symposium organized for the 2011 meeting of the Entomological Collections 
Network (Reno, Nevada; http://www.ecnweb.org/dev/AnnualMeeting/Program), in-
cluded a more or less equal number of presentations arguing for 1) the verbatim cap-
ture of all label data in a single text field with subsequent transformation into a more 
highly structured format, or for 2) transformation of label data into a publication-
ready format as an integral part of the data-capture process. Schuh et al. (2010) made 
the argument for the latter approach, but to my knowledge there are few 1) published 
arguments concerning the merits and demerits of these alternative approaches or 2) 
quantitative studies analyzing the efficiency of the alternative approaches.

Verbatim data capture allows for data acquisition with minimum training of the 
data-entry personnel. The only real requirement would seem to be the ability to read 
the labels and convert them into a text string. Those data must then be transformed 
into a structured format and written to the database tables by the use of some soft-
ware algorithm or other automated data-parsing approach. Finally, the accuracy of the 
transcription must to be checked, an additional step, and one that will require greater 
expertise in interpretation of label data than did the initial data entry.

Transforming data as part of the data-capture process, so that the data are in the 
exact form used by the database requires additional training of personnel over what is 
needed for verbatim data capture. Nonetheless, because the data are structured dur-
ing the process of data capture, these data are ready for straightforward review for ac-
curacy, at which point they can be considered “publication ready” and the additional 
training effort will be available for all subsequent data capture.

Even though errors may be made under either approach, the use of USIs allows for 
subsequent investigators to return to individual specimens with substantial confidence 
concerning the correspondence of original and transcribed data. It is my view, and 
that of many of my colleagues, that the capture of transformed data is more efficient 
because it is a one step process that allows for immediate use of the data. Data captured 
en masse from collections will not be available until they have undergone algorithmic 
transformation and been approved for upload, thus potentially presenting a time lag 
that will hinder the progress of the reviser or other data user.

Data-capture Work Flow in Revisionary Studies

Label generation: Capture field data to the database and generate all labels from it

Many specimens used in revisionary studies, possibly most particularly in entomology, 
come from the dedicated fieldwork of the reviser. Thus, the opportunity to use appro-
priate technology in conjunction with fieldwork would seem to be a straightforward 
choice. This would include the capture of latitude/longitude and altitude data in the 
field through the use of a GPS (global positioning system) device in the form used by 
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geographical information systems software and the recording of field data in exactly the 
format to be used in the specimen database. Thus, the choice should be degrees and 
decimal parts thereof for lat/long data and meters for altitude. Locality and collection-
event data can be directly captured in digital form in the field, or recorded to an archival 
field notebook and captured in digital form at the earliest subsequent opportunity. GPS 
data can be downloaded directly, an approach that precludes mistakes during transcrip-
tion of numbers, one of the most common errors made in the capture of field data.

The argument for using a database to capture/store field data and to produce 
specimen labels is bolstered by the many examples of specimens in collections where 
multiple collectors on the same field trip produced their own labels. Although such 
labels contain similar information, they are frequently not identical and thus may 
end up in a database as representing distinct localities. The drawbacks are one or 
more of the following: 1) what was actually a single locality will likely end up being 
georeferenced multiple times, or if lat/long data were captured in the field, those data 
may still not be identical on the labels; 2) one or more renderings of the collection 
locality may contain errors; 3) the locality may be easily interpreted in one rendering 
but difficult to interpret in another; and 4) some of the labels may be substandard 
from a curatorial point of view. Using the database from the outset, including for the 
generation of labels, facilitates data standardization and the uniform presentation of 
data in all of its subsequent uses. It also greatly facilitates the retrospective capture 
of data for specimens whose localities are already in the database. This last point has 
economic implications, because even though the personnel time available to enter all 
specimens collected at a given locality may not be available at the time the specimens 
are mounted and labeled, the cost of entering just the locality/collection event data at 
the time of the fieldwork will never be an issue.

Specimen data: Enter specimen data early in the revisionary process

Although it has been said many times, and therefore may seem trite, the use of a data-
base can save many key strokes. Once the data have been entered and checked for accu-
racy for a given locality, they can be re-used in the generation of labels, for preparation 
of reports of “specimens examined”, and for many other purposes. If for any reason an 
error is found, it can be corrected and all subsequent and varied uses of those data will 
be accurate and uniform. The capture early on in the revisionary process of as much 
specimen data as possible allows for the structuring and examination of those data in 
ways that are otherwise difficult and cumbersome. What is paramount is that the data 
are captured once but useable in many ways without the need for re-keyboarding. 
Nonetheless, it is probably fair to say that in the traditional preparation of a revision, 
the last thing to be done was to capture specimen data, whether using a word-process-
ing file, spreadsheet, or relational database. The use of a specimen database facilitates 
the capture of specimen data much closer to the beginning of the revisionary process, 
so that all relevant observations on specimens can be managed through the medium 
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of the database and available over the entire course of the revisionary process. In addi-
tion to locality data, such observations might include host data, habitat descriptions, 
museum depository information, dissections, images, measurement data, and DNA 
sequence files, to name just some of the possibilities.

Capturing specimen data: Organize specimens before capturing data

With some forethought and advance preparation the process of retrospective speci-
men data capture can be made more efficient and also facilitate other aspects of the 
revisionary process. Collective experience of participants on the Planetary Biodiversity 
Inventory project, and other colleagues, recommends the following sequence of events 
for dealing with specimens from any given institution (Fig. 2):

1.	 Sort specimens by provisional species criteria (morpho species, etc.)
2.	 Sort specimens by locality
3.	 Sort specimens by sex
4.	 Affix sequential unique specimen identifiers (barcodes, matrix codes)
5.	 Enter data in database

This workflow is efficient because it allows for series of specimens of the same spe-
cies, sex, and locality to bear USI codes in sequential order and for data for all of those 

Figure 2. Diagram of specimen data connections and work flows.
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specimens to be captured as a single action. Of course, this approach is most important in 
those cases where there are multiple examples of a species from a single collecting event.

Although sexing specimens may not be necessary or possible for all taxa, in many 
groups the standard description is based on one sex, or the other. Sorting by sex before 
specimen data are entered facilitates comparisons, adds a logical aspect to the organization 
of the material in collections, and helps to produce sequential USIs, which saves space in 
presenting data on specimens examined. If during the course of preparing a revision speci-
mens are found to have been initially misidentified, the records for those specimens can be 
readily retrieved via the barcode and the identifications in the database can be corrected.

Data Connections

Georeferencing and mapping: Using the database as an analytic tool

Georeferencing–the addition of latitude/longitude data to individual specimen records–
permits the mapping of specimen distributions in space. Such mapping should be part 
of the revisionary process, rather than taking place near the end, as has traditionally been 
the case. As a matter of standard practice, lat/long data should be available on all speci-
men labels being produced as a result of fieldwork in this day and time. And, as men-
tioned above, data from modern fieldwork should desirably be captured to a database for 
the preparation of all labels, such that no manual georeferencing will be required. Under 
this approach, georeferencing is intimately related to the issue of workflow, because the 
earlier in the revisionary process the specimen data can be mapped, the more useful they 
will be. Nonetheless, lat/long data will have to be determined for legacy material.

Georeferencing was at one time a time-consuming and tedious process. It is now much 
easier, due to the ready availability of automated tools such as GeoLocate (2010), unre-
stricted access to quality gazetteers for much of the world (Fuzzy Gazetteer 2003, Geon-
ames: http://www.geonames.org/, GNIS 2011), and the universal accessibility of Google 
Earth (2012) and Google Maps (2012), among other sources. Thus, there is a strong ar-
gument for georeferencing of specimen data in close coordination with initial capture of 
those data. Such an approach will allow for the visualization of distributions early in the 
revisionary process. This will provide a feedback loop concerning the accuracy of the geo-
referencing itself, the interpretation of distributional patterns, and the on-the-spot investi-
gation of suspect identifications as recognized by the visualization of distributional outliers.

Even if your database application does not have integrated mapping tools, the sim-
ple ability to export lat-long data will permit the easy visualization of those data and 
the creation of maps (fig. 3). Some of the tools freely available are the Simple Mapper 
(Shorthouse 2010), Google Earth, and the Global Mapper of Discover Life (2012). All 
allow for lat-long data in decimal format to be pasted into the application for produc-
tion of maps useful for publication or for the preparation of presentations.
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Figure 3. Map of species distributions in western North America created using the Simple Mapper.
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Measurements, images, etc.: Integrating other data sources

As is the case with georeferencing early in the study of specimens, the use of USIs as 
labels for images, measurement data, and DNA sequences allows these data sources 
to become an integral part of the data record for the specimens under study, and for 
tracking those data in an unequivocal manner.

Data outputs: Organizing data through the power of report writing

Reports of specimens examined

Once specimen data have been captured, checked for accuracy, and georeferenced, the 
real power of the database for revisionary studies comes from the ability to generate 
reports. Possibly most valuable is the preparation of reports of specimens examined, a 
core component of traditional revisions (Fig. 4). The reports can be written, revised, and 
rewritten in a matter of seconds or minutes, and preclude retyping and reformatting of 
data; the same can be said for the preparation of maps. Other types of reports, such as 
species by locality, hosts by species, and range of collection dates–among many other 
possibilities–are also easily produced and complement the contents of many revisions.

Figure 4. Report of specimens examined, including unique specimen identifiers.
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The power of database query languages facilitates the preparation of counts of total 
specimens examined, specimens examined by museum, specimens dissected, and other 
summary information that helps to clarify the sources and uses of data.

Species pages: Integrating all data sources in electronic form

Species pages have become the Internet equivalent of species treatments in tradi-
tional print publications. The Encyclopedia of Life (EOL 2012) is centered around 
this approach and promotes the goal of creating a page for every known species. 
“Web aggregators” such as Discover Life (2012) produce species pages through 
highly automated means, providing images, keys, and maps for a very large number 
of taxa. The research efforts of my colleagues and myself resulted in the creation of 
the Heteroptera Species Pages (2012; http://research.amnh.org/pbi/heteropteraspe-
ciespage/) which assembles available data from a specimen database and creates 
pages on the Web in real time.

Descriptive databases: Adding the descriptive component

More has probably been written on the use of descriptive databases in revisionary 
systematics than has been the case for specimen databases. These products allow 
for the creation of character descriptions, natural language descriptions, interactive 
keys, and phylogenetic matrices. The most longstanding version of such a database 
is DELTA (Dallwitz 2010); a more recent entrant is Lucid Builder (Lucidcentral.
org 2012), which has the advantage of employing the TDWG SDD (Structure of 
Descriptive Data) protocol which allows for the interchange of data with other 
platforms. One example of moving the descriptive database concept to the Internet 
is that of Norman Platnick and his NSF-funded team working on the spider fam-
ily Oonopidae (http://research.amnh.org/oonopidae/index.php). Descriptive data-
bases and specimen databases are a logical complement to one another. The former 
require a controlled set of character descriptions in order to function effectively, a 
time-consuming activity, but one that can pay off handsomely in groups with many 
species to be described and where ongoing identification of specimens—such as in 
groups of insects of great economic importance—is a major issue. The latter require 
the capture of specimen label data, but allow for extensive and continued reuse of 
those data once acquired.

In my own work, I have created matrices in the program Winclada (Nixon 
1999) and used the facilities of the program to output descriptions that can be 
utilized in publication with minimal editing (e.g., Schuh and Pedraza 2010). As 
is the case with descriptive databases such as DELTA and Lucid Builder, or with 
programs such as mx (http://mx.phenomix.org/index.php/Main_Page), the matrix 
that is used to prepare descriptions and keys will often not be identical to a matrix 
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well suited to phylogenetic analysis. Nonetheless, the gap between these two uses 
is oftentimes small, and minimal modification will allow for both matrices to be 
derived from essentially a single effort.

Conclusions

In summary, the affordable technology for capture, manipulation, and sharing of spec-
imen data awaits revisers to avail themselves of the opportunity to harness the power of 
these tools (see Johnson 2007). Experience suggests that seamless integration of revi-
sionary research and database technology will not necessarily take place overnight, but 
once the logic of using a database as part of revisionary studies is in place, the database 
will take on the status of a research tool, not just as a way to capture structured speci-
men data. The time spent on specimen data capture will be quickly repaid through the 
ability to use those standardized data at every step of the revisionary process, beginning 
with the standardization of labels by creating the database record of all relevant data 
at the time of field work, continuing with the creation of maps and reports during 
the process, and concluding with use of the identical data in the published product. 
These benefits accrue not only to the individual investigator, but more particularly to 
research teams where multiple investigators are involved in the preparation of revisions 
and other specimen-based research products.
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